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ABSTRACT 

This study investigates the effectiveness of active learning strategies for selecting informative data points to 

enhance model performance in text classification tasks. Specifically, it compares random sampling, greedy 

selection, and Thompson sampling with Laplace approximation in the context of labeling tweets related to 

tourism in Bangkok. A logistic regression model was trained over 100 iterations using data selected by each 

method. The results indicate that greedy selection consistently outperformed the other approaches in the early 

stages, enabling rapid model improvement. However, its effectiveness declined in later stages as the availability 

of informative tweets decreased. Thompson sampling with Laplace approximation exhibited slower initial 

performance and required more time for data selection, but demonstrated steady improvement across iterations. 

In contrast, random sampling was the fastest method but failed to significantly enhance model performance, 

maintaining low accuracy throughout the experiment. These findings suggest that greedy selection is well-

suited for applications requiring quick learning, while Thompson sampling holds promise for long-term learning 

scenarios. The insights gained from this research can inform the development of active learning frameworks in 

natural language processing tasks, including sentiment analysis and customer opinion mining across various 

industries. 
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บทคดัย่อ 

งานวจิยัน้ีศกึษาประสทิธภิาพของวธิกีารเรยีนรูแ้บบแอคทฟีในการคดัเลอืกขอ้มลูทีม่ปีระโยชน์สงูสุดสําหรบัการทําป้าย

กํากบัขอ้มูล โดยเปรยีบเทยีบสามวธิ ีได้แก่ การสุ่มแบบสุ่มทัว่ไป, การเลอืกแบบละโมบ และวธิกีารสุ่มตวัอย่างของ

ทอมป์สนัร่วมกบัการประมาณค่าแบบลาปลาซ ในบริบทของทวีตที่เกี่ยวขอ้งกบัการท่องเที่ยวในกรุงเทพฯ โดยใช้

แบบจําลองการวเิคราะห์ถดถอยโลจสิตกิตลอด 100 รอบการคดัเลอืกขอ้มูล ผลการทดลองพบว่า วธิกีารเลอืกแบบ

ละโมบให้ประสทิธภิาพสูงที่สุดในช่วงต้นของการเรยีนรู้ เน่ืองจากสามารถปรบัปรุงแบบจําลองได้อย่างรวดเร็ว แต่

ประสทิธภิาพลดลงเมื่อจาํนวนขอ้มลูทีม่สีาระลดน้อยลง ส่วนวธิกีารสุ่มตวัอย่างของทอมป์สนัแมจ้ะใชเ้วลามากกว่าและมี

ประสทิธภิาพตํ่าในช่วงตน้ แต่แบบจาํลองสามารถพฒันาไดอ้ย่างต่อเน่ืองในระยะยาว ขณะทีก่ารสุ่มแบบทัว่ไปแมจ้ะใช้

เวลาน้อยทีสุ่ด แต่ไม่สามารถส่งเสรมิการเรยีนรูข้องแบบจาํลองไดอ้ย่างมนัียสําคญั ผลการวจิยัชีใ้หเ้หน็ว่าวธิเีลอืกแบบ

ละโมบเหมาะสมกบัสถานการณ์ที่ต้องการผลลพัธ์รวดเร็ว ขณะที่วธิกีารสุ่มตวัอย่างของทอมป์สนัมศีกัยภาพในการ

เรยีนรู้ระยะยาว และสามารถนําไปประยุกต์ใชใ้นงานวเิคราะห์ขอ้ความ เช่น การวเิคราะห์ความรู้สกึของผูใ้ชโ้ซเชยีล

มเีดยี หรอืการประเมนิความคดิเหน็ของลูกคา้ในอุตสาหกรรมต่างๆ   
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บทนํา 

ในปัจจุบนั ขอ้มลูมบีทบาทสาํคญัในการวเิคราะหแ์นวโน้มและพฤตกิรรมต่างๆ โดยเฉพาะในยุคทีข่อ้มลูสามารถถูกเกบ็

รวบรวมและประมวลผลได้ในปริมาณมหาศาล การนําข้อมูลเหล่าน้ีมาวิเคราะห์เพื่อทํานายแนวโน้มหรือประเมิน

สถานการณ์ต่างๆ เป็นสิ่งที่มคุีณค่าอย่างมาก อย่างไรก็ตาม ข้อมูลที่ไม่เกี่ยวขอ้งหรือซ้ําซ้อนอาจส่งผลเสียต่อการ

วเิคราะหแ์ละลดความแม่นยาํของผลลพัธ ์โดยเฉพาะในงานทีเ่กีย่วขอ้งกบัการวเิคราะหค์วามคดิเหน็หรอืความรูส้กึของ

ผู้คน เช่น การวเิคราะห์ความรู้สกึ (Sentiment Analysis) ซึ่งขอ้มูลที่ไม่เกี่ยวขอ้งหรอืผดิพลาดสามารถทําให้ผลการ

วิเคราะห์ไม่แม่นยํา ดังนัน้ การคัดเลือกข้อมูลที่มีคุณภาพและเกี่ยวข้องจึงเป็นสิ่งสําคัญที่จะช่วยให้ได้ผลลพัธ์ที่

น่าเชื่อถอืและมปีระสทิธภิาพ นอกจากน้ียงัมผีลต่อการประหยดัทรพัยากรในดา้นการประมวลผลขอ้มูลและการพฒันา

โมเดลที่มีความแม่นยําและประสิทธิภาพสูงสุด ซึ่งเป็นปัจจยัสําคญัในการพัฒนาเทคโนโลยีต่างๆ โดยเฉพาะใน

อุตสาหกรรมทีใ่ชข้อ้มลูในการตดัสนิใจเชงิธุรกจิหรอืบรกิารต่างๆ 

การคดัเลอืกขอ้มูลและการทําป้ายกํากบัขอ้มูล (Data Labeling) เป็นกระบวนการทีม่ตี้นทุนสูง โดยเฉพาะเมื่อมขีอ้มูล

จํานวนมากหรอืจําเป็นต้องใช้ผู้เชี่ยวชาญเฉพาะด้านเพื่อให้การทําป้ายกํากบัขอ้มูลถูกต้อง ซึ่งการคดัเลอืกขอ้มูลที่

เหมาะสมสามารถช่วยลดต้นทุนและเวลาในการฝึกแบบจาํลองได ้โดยลดเวลาหรอืทรพัยากรในการทาํป้ายกํากบัขอ้มูล

กบัขอ้มลูทีไ่ม่จาํเป็น ซึ่งการเรยีนรูเ้ชงิรุก (Active Learning) เป็นหน่ึงในวธิทีีนิ่ยมใชเ้พื่อคดัเลอืกขอ้มลูทีม่คีวามสาํคญั

ที่สุดในการฝึกแบบจําลอง โดยช่วยให้สามารถเลือกข้อมูลที่คาดว่าจะมีประโยชน์มากที่สุดได้ในกระบวนการฝึก

แบบจําลอง การเรียนรู้เชิงรุกไม่เพียงแต่ช่วยให้สามารถคัดเลือกข้อมูลที่มีความสําคัญสูงสุดในกระบวนการฝึก

แบบจาํลอง แต่ยงัช่วยเพิม่ความสามารถในการปรบัปรุงผลลพัธข์องโมเดลใหม้คีวามแม่นยาํมากยิง่ขึน้โดยการคดัเลอืก

ขอ้มลูทีม่คุีณภาพสงูมาใชง้านในกระบวนการเรยีนรู ้

งานวิจยัน้ีได้นําเสนอการใช้การเรียนรู้เชงิรุกในการคดัเลือกขอ้มูลเพื่อใช้ในการวิเคราะห์ความรู้สึกจากขอ้ความที่

เกี่ยวกบัการท่องเทีย่วในกรุงเทพมหานครจากทวติเตอร์ โดยแบ่งความรูส้กึออกเป็นสามประเภท ไดแ้ก่ เชงิบวก เป็น

กลาง และเชงิลบ ขอ้ความทีไ่ม่เกีย่วขอ้ง เช่น ขา่วสารหรอืขอ้ความสแปม (Spam) จะไม่ไดร้บัการทําป้ายกํากบัและจะ

ถูกคดัออกจากกระบวนการ ทัง้น้ี งานวจิยัน้ีไดใ้ชว้ธิกีารคดัเลอืกขอ้มลูหลายรปูแบบ เช่น วธิกีารเลอืกขอ้มลูแบบละโมบ 

(Greedy Approach) ซึ่งเน้นเลือกขอ้มูลที่คาดว่าจะมปีระโยชน์สูงสุด วิธีการสุ่มตัวอย่างแบบทอมป์สนั (Thompson 

Sampling) ทีใ่ชก้ารประมาณค่าความน่าจะเป็นในการเลอืกขอ้มูลทีม่ปีระโยชน์ และการสุ่มตวัอย่างแบบสุ่ม (Random 

Sampling) เพื่อเปรียบเทียบประสิทธิภาพของแต่ละวิธีในการคัดเลือกข้อมูลที่เกี่ยวข้อง โดยการเลือกข้อมูลที่มี

ประโยชน์ต่อการวเิคราะห์และลดขอ้มูลที่เป็นขยะจะช่วยเพิม่ความแม่นยําและประสทิธภิาพของแบบจําลองในการ

วเิคราะห์ความรู้สกึ การเปรยีบเทยีบเหล่าน้ียงัสามารถเปิดมุมมองใหม่ในการพฒันาวธิกีารคดัเลอืกขอ้มูลในอนาคต 

เพื่อเพิม่ประสทิธภิาพในการนําขอ้มลูไปใชใ้นการประมวลผลและวเิคราะหใ์นบรบิททีห่ลากหลายมากยิง่ขึน้ 

การประยุกตใ์ชก้ารเรยีนรูเ้ชงิรุกในงานวจิยัน้ีมเีป้าหมายเพื่อแสดงใหเ้หน็ถงึประโยชน์ของการเลอืกขอ้มลูทีม่คุีณภาพสงู

ในการฝึกแบบจําลองการวเิคราะห์ความรูส้กึ ขอ้มูลทีไ่ดร้บัการคดัเลอืกและตดิป้ายกํากบัอย่างเหมาะสมจะช่วยให้ตวั

แบบสามารถเรยีนรูไ้ดด้ขี ึน้และเพิม่ความน่าเชื่อถอืของผลลพัธท์ีไ่ด ้การปรบัปรุงกระบวนการคดัเลอืกขอ้มูลใหม้คีวาม

แม่นยาํยิง่ขึน้ไม่เพยีงแต่จะชว่ยในงานวเิคราะหข์อ้มลูขอ้ความเท่านัน้ แต่ยงัสามารถนําไปปรบัใชก้บัขอ้มลูประเภทอืน่ๆ 

เช่น ขอ้มูลภาพหรอืวดีโิอในอนาคตไดด้ว้ย โดยเฉพาะในงานทีต่้องการความแม่นยาํในการวเิคราะห์และตดัสนิใจจาก

ขอ้มลูจาํนวนมาก การพฒันาและปรบัใชว้ธิกีารคดัเลอืกขอ้มลูทีเ่หมาะสมจงึถอืเป็นหน่ึงในกระบวนการสาํคญัทีส่ามารถ

ยกระดบัประสทิธภิาพการทาํงานในหลายๆ ดา้นได ้

 

การทบทวนวรรณกรรม 

การวิจัยในครัง้น้ีครอบคลุมทฤษฎีสําคญั 5 ประการ ได้แก่ Term Frequency-Inverse Document Frequency (TF-

IDF), การวิเคราะห์ถดถอยโลจิสติก (Logistic Regression), วิธีการเลือกข้อมูลโดยวิธีละโมบ (Greedy Approach), 
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Thompson Sampling (TS), และการประมาณแบบลาปลาซ (Laplace Approximation; LA) ซึ่งเกี่ยวข้องโดยตรงกบั

ปัญหาการเรยีนรูเ้ชงิรุกในขอ้มูลประเภทขอ้ความ โดย TF-IDF ใชใ้นการประมวลผลขอ้ความเพื่อประเมนิความสําคญั

ของคาํในเอกสาร, การวเิคราะหถ์ดถอยโลจสิตกิ ใชค้าํนวณความน่าจะเป็นของผลลพัธท์ีเ่ป็นไปไดจ้ากคุณลกัษณะของ

ข้อมูล, Greedy Approach เลือกข้อมูลที่ให้ผลตอบแทนสูงสุดในแต่ละรอบโดยไม่คํานึงถึงผลลัพธ์ในอนาคต, และ 

Thompson Sampling (TS) ใชใ้นการตดัสนิใจเพื่อแสวงหาผลลพัธท์ีด่ทีีสุ่ดโดยการเลอืกการกระทาํทีใ่หข้อ้มลูมากทีสุ่ด 

โดยใชท้ฤษฎคีวามน่าจะเป็นในการคาํนวณความไม่แน่นอนจากขอ้มลูทีผ่่านมา 

TF-IDF เป็นเทคนิคที่ใช้กันอย่างแพร่หลายในการดึงข้อมูลจากเอกสาร (Information retrieval) และการทําเหมือง

ขอ้ความ (Text mining) ซึ่งถูกนิยามใน Aizawa (2003) ใช้เพื่อกําหนดความสําคญัของคําในเอกสารด้วยการวดัทาง

สถติทิีป่ระเมนิความเกี่ยวขอ้งของคาํกบัเอกสารในชุดเอกสาร โดยคํานวณจากความถี่ของแต่ละคําศพัท์ในเอกสารและ

เปรยีบเทยีบกบัความถีข่องคาํศพัทเ์ดยีวกนัในเอกสารทัง้หมด วธิกีารน้ีกําหนดน้ําหนักทีส่งูใหก้บัคาํทีใ่ชบ้่อยในเอกสาร

นัน้แต่พบน้อยในเอกสารอื่นๆ ในทางกลบักนัจะกําหนดน้ําหนักทีต่ํ่าใหก้บัคําทีใ่ชก้นัทัว่ไปในเอกสารทัง้หมด TF-IDF 

เคยถูกใช้ในเครื่องมอืคน้หา (Search engine) ใน Xu (2014) การจดักลุ่มเอกสาร (Document clustering) ใน Bafna, 

Pramod and Vaidya (2016) และการจดัประเภทเอกสาร (Document classification) ใน Hakim et al. (2014) วธิกีาร

คํานวณความสําคัญของคําศัพท์ด้วยวิธี TF-IDF เกิดจากการคํานวณ Term Frequency (TF) คูณด้วย Inverse 

Document Frequency (IDF) ซึ่งการคํานวณ TF ประเมนิจากความเกี่ยวขอ้งของคําต่อเอกสารนัน้ๆ โดยค่าของ Term 

Frequency เป็นค่าทีบ่อกความถี่ของคําแต่ละคําทีป่รากฏในเอกสารหน่ึงๆ โดยคดิคํานวณจากการนําจํานวนครัง้ทีค่ํา

นัน้ๆ ปรากฏในเอกสารมาหารดว้ยจํานวนคําทัง้หมดในเอกสารนัน้ๆ ในขณะที ่Inverse Document Frequency (IDF) 

เป็นการคาํนวณค่าน้ําหนักความสาํคญัของแต่ละคาํในเอกสารทัง้หมด ค่า IDF ทีต่ํ่าบ่งบอกว่าคาํเหล่านัน้ไม่สามารถดงึ

จุดเด่นของเอกสารทีค่าํเหล่านัน้ปรากฏอยู่ออกมาได ้ค่า IDF สามารถคาํนวณไดจ้ากสมการใน Aizawa (2003)  

การวเิคราะห์ถดถอยโลจสิติกเป็นตวัแบบโมเดลที่ใช้สําหรบัการจําแนกประเภท (Classification) ในกรณีที่ผลลพัธ์ที่

ทาํนายเป็นค่าความน่าจะเป็น (Probability) ของแต่ละคลาสทีเ่ป็นไปได ้โดยปกตแิลว้การวเิคราะหถ์ดถอยโลจสิตกิจะใช้

ในการทํานายเหตุการณ์ที่มสีองผลลพัธ์ (Binary Outcomes) ตาม Hosmer, Lemeshow and Sturdivant (2000) ซึ่ง

สําหรบังานวจิยัน้ีเรามุ่งเน้นไปทีก่ารทํานายขอ้มูลทีม่ปีระโยชน์ (Non-garbage) และขอ้มูลทีเ่ป็นขยะ (Garbage) การ

วเิคราะห์ถดถอยโลจสิติกจะทําการเรยีนรู้ฟังก์ชนัที่สามารถคํานวณความน่าจะเป็นที่เหตุการณ์ใดเหตุการณ์หน่ึงจะ

เกดิขึน้ โดยใชส้มการของ Logistic Function หรอื Sigmoid Function 

วิธีการเลือกข้อมูลแบบละโมบ (Greedy Approach) เป็นกระบวนการที่เลือกการกระทําหรือการเลือกข้อมูลที่ให้ค่า

ผลตอบแทนสูงสุดในแต่ละขัน้ตอนการทํางาน โดยไม่พจิารณาผลลพัธ์ในอนาคต การเลอืกการกระทําในแต่ละรอบจะ

เลอืกค่าผลตอบแทนสูงสุดจากตวัเลอืกที่มอียู่ในขณะนัน้ โดยมุ่งเน้นการหาผลตอบแทนที่ดทีี่สุดในระยะสัน้ โดยไม่

คํานึงถงึการสํารวจการกระทําทีอ่าจจะใหผ้ลในระยะยาว แมว้่าจะไม่มกีารพจิารณาความไม่แน่นอนหรอืการสํารวจใน

ระยะยาว แต่การเลอืกแบบละโมบสามารถทําใหไ้ดผ้ลลพัธท์ีร่วดเรว็ในกรณีทีก่ารกระทําต่างๆ มผีลตอบแทนทีช่ดัเจน

และไม่เปลีย่นแปลงมากนัก ซงึทาํใหไ้ดผ้ลลพัธท์ีด่ใีนระยะสัน้ไดอ้ย่างรวดเรว็ เช่น Koller and Friedman (2009) 

Thompson Sampling (TS) เป็นวธิกีารตดัสนิใจในการเลอืกการกระทําเพื่อแสวงหาผลประโยชน์ภายใต้การแจกแจง

ของสิง่แวดลอ้มของปัญหา โดยเลอืกการกระทาํทีใ่หค่้าคาดหวงัสงูทีสุ่ดตามตวัอยา่งทีสุ่่มเลอืกมาเพื่อนํามาการประมาณ

หาการแจกแจงหลงัของสิง่แวดลอ้มทีเ่หมาะสมทีสุ่ด 

การประมาณแบบลาปลาซ (Laplace Approximation; LA) เป็นวธิทีีใ่ชใ้นการประมาณการแจกแจงหลงัในรูปแบบเกาส์

เซยีน โดยค่าเฉลีย่ของการแจกแจงหลงัไดจ้ากการคํานวณ Bayesian logistic regression ผ่านขอ้มลูทีถู่กเลอืก ซึง่เคย

ถูกพสิูจน์ในบทที ่6.2.3 ของ Bishop and Nasrabadi (2006) และความแปรปรวนของการกระจายหลงัคอืส่วนผกผนั

ของเมทรกิซ์เฮสเซยีน (Hessian matrix) ของลอการธิมึของการแจกแจงหลงัทีไ่ดจ้ากการคน้หาค่าประมาณค่าหลงัสุด 

(Bishop & Nasrabadi, 2006) 
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วิธีดาํเนินการวิจยั 

เง่ือนไขการแบ่งขอ้มูล 

ในงานวจิยัน้ีทีมุ่่งเปรยีบเทยีบประสทิธภิาพการคดัเลอืกขอ้มลูทีม่ปีระโยชน์ (Non-garbage) เพื่อทําป้ายกํากบัในแต่ละ

วิธี ซึ่งขอบเขตการคดัเลือกข้อมูล คือการคดัเลือกทวีตเกี่ยวกับการท่องเที่ยวของจงัหวดักรุงเทพมหานครในช่วง

กรกฎาคม-ธนัวาคม 2563 เพื่อมาทาํการวเิคราะหค์วามรูส้กึ โดยแบ่งทวตีทีม่ปีระโยชน์ต่อการวเิคราะหค์อืทวตีทีแ่สดง

ความรูส้กึออกมาประเภทเดยีว และทวตีทีเ่ป็นขยะคอืทวตีทีแ่สดงความรูส้กึมากกว่าหน่ึงความรูส้กึหรอืทวตีทีเ่ป็นขา่ว

และสแปม ซึ่งการแบ่งขอ้มูลในช่วงเริม่ตน้เพื่อใหต้วัแบบการวเิคราะห์ถดถอยโลจสิตกิเรยีนรูเ้ป็นขัน้ตอนสําคญัทีม่ผีล

ต่อการคดัเลอืกขอ้มูลในขัน้ถดัไปที่ตวัแบบจะเลอืกเขา้มาทําป้ายกํากบั ดงันัน้จงึได้เลอืกวธิกีารสุ่มในการแบ่งขอ้มูล

เริม่ตน้สาํหรบัฝึกตวัแบบ โดยแบ่งออกเป็นดงัน้ี 

1) ทวตีในเชงิบวกเกีย่วกบัการท่องเทีย่วของกรุงเทพ 250 ทวตีจาก 4,895 ทวตี 

2) ทวตีทีเ่ป็นกลางเกีย่วกบัการท่องเทีย่วของกรุงเทพ 250 ทวตีจาก 7,170 ทวตี 

3) ทวตีในเชงิลบเกีย่วกบัการท่องเทีย่วของกรุงเทพ 250 ทวตีจาก 1,685 ทวตี 

4) ทวตีทีไ่ม่สามารถระบุความรูส้กึไดจ้าํนวน 250 ทวตีจาก 48,095 ทวตี 

ทวตีทีไ่ม่ไดถู้กเลอืกในขัน้ตอนน้ีจะถูกเกบ็ไวใ้นพูลซึ่งจะนํามาใชใ้นการเลอืกเพื่อทําป้ายกํากบัในขัน้ตอนถดัไป โดยมี

ทวตีทีม่ปีระโยชน์ทัง้หมด 13,000 ทวตี และทวตีทีเ่ป็นขยะทัง้หมด 47,845 ทวตี 

เง่ือนไขการฝึกฝนตวัแบบ 

การฝึกฝนตัวแบบโมเดลการวเิคราะห์ถดถอยโลจสิติกเริ่มต้นจากการเรียนรู้ผ่านทวีต 1,000 ทวีตที่ถูกแบ่งไว้ตาม

เงือ่นไขการแบ่งขอ้มลู จากนัน้ตวัแบบจะทาํการเลอืกขอ้มลูจากพลูมาครัง้ละ 250 ทวตี โดยใชว้ธิกีารเลอืกขอ้มลูทัง้สาม

วธิ ีดงัน้ี 

1) วธิกีารเลอืกขอ้มูลแบบสุ่ม (Random Approach) เป็นการเลอืกทวตีจากพลูมาแบบสุ่มเพื่อใหโ้มเดลเรยีนรู ้โดยไม่

พจิารณาถงึความน่าจะเป็นหรอืคุณลกัษณะใดๆ ของทวตี 

2) วธิกีารเลอืกขอ้มลูโดยวธิลีะโมบ (Greedy Approach) เป็นการเลอืกทวตีจากพลูมาโดยเลอืกทวตีทีต่วัแบบคํานวณ

ความน่าจะเป็นทีจ่ะไม่เป็นขยะ (Non-garbage) สงูทีสุ่ด  

 

Algorithm 1 Greedy Approach 

1: for t = 0, 1, 2, 3, … do 

2: 𝑅𝑅𝑡𝑡+1,𝑎𝑎 ⃪ Logistic Regression Probability 

3:  𝐴𝐴𝑡𝑡 ⃪ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ∊ 𝐴𝐴 𝑅𝑅𝑡𝑡+1,𝑎𝑎   # select action  

4: 

5: Apply 𝐴𝐴𝑡𝑡 and observe 𝑂𝑂𝑡𝑡+1 

6:  𝐻𝐻𝑡𝑡+1 ⃪ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐻𝐻𝑡𝑡 ,𝐴𝐴𝑡𝑡 ,𝑂𝑂𝑡𝑡+1))    # update history 

7: 

8: Logistic Regression trained with 𝐻𝐻𝑡𝑡+1 

9: 

10: end for 

 

3) วธิกีารเลอืกขอ้มลูโดยการสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซ (Thompson Sampling using 

Laplace Approximation) เป็นการเลอืกทวตีจากพูลที่ตวัแบบคํานวณว่ามคีวามน่าจะเป็นที่ทวตีนัน้จะไม่เป็นขยะสูง
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ทีสุ่ดภายใตก้ารสุ่มตวัอย่างของทอมป์สนั โดยการสุ่มค่าสมัประสทิธิจ์าก mu และ Sigma ภายใตก้ารแจกแจงแบบปกต ิ

(Normal Distribution) 

 

Algorithm 2 Thompson Sampling Algorithm 

1: for t = 0, 1, 2, 3, … do 

2: mu ⃪ Logistic Regression Coefficient 

3: Sigma ⃪ diagonal Inverse Hessian 

4:  Sample 𝜃𝜃� 𝑡𝑡 ∼ 𝑃𝑃𝑡𝑡     # sample model 

5: 

6:  𝐴𝐴𝑡𝑡 ⃪ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ∊ 𝐴𝐴 𝑅𝑅𝑡𝑡+1,𝑎𝑎  # select action 

7:  Apply 𝐴𝐴𝑡𝑡 and observe 𝑂𝑂𝑡𝑡+1 

8:  𝐻𝐻𝑡𝑡+1 ⃪ 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝐻𝐻𝑡𝑡 ,𝐴𝐴𝑡𝑡 ,𝑂𝑂𝑡𝑡+1)) # update history 

9: 

10:  𝑃𝑃𝑡𝑡+1 ⃪ ℙ(𝜃𝜃|𝐻𝐻𝑡𝑡+1)    # update distribution 

11: end for 

 

ขัน้ตอนการวิจยั 

การดาํเนินงานวจิยัเริม่ตน้จากการเตรยีมขอ้มลูและการทาํป้ายกํากบัขอ้มลูทวตีตามความรูส้กึของผูอ่้าน ต่อมาขอ้มลูจะ

ได้รบัการทําความสะอาดเพื่อลบเครื่องหมายพเิศษ ลงิค์ และคําที่เป็น stop word หลงัจากนัน้ขอ้มูลจะถูกแปลงเป็น

ตวัเลขโดยใช้ TF-IDF vectorizer และแบ่งขอ้มูลเพื่อฝึกตวัแบบด้วยขอ้มูลเริม่ต้น 1,000 ทวตี โดยมขีอ้มูลในพูลรวม

ทัง้สิน้ 60,845 ทวตี หลงัจากนัน้ตวัแบบการวเิคราะหถ์ดถอยโลจสิตกิจะไดร้บัการฝึกดว้ยขอ้มลูเริม่ตน้ทัง้ 1,000 ทวตีที่

เตรยีมไว ้และทาํการคดัเลอืกขอ้มลูดว้ยสามวธิใีนการคดัเลอืกขอ้มลู ดงัน้ี 

1) การเลอืกขอ้มลูแบบสุ่ม เลอืกขอ้มลูจากในพลูแบบสุ่มโดยไม่พจิารณาความน่าจะเป็นหรอืคุณลกัษณะใดๆ ของทวตี 

2) การเลอืกขอ้มลูโดยวธิลีะโมบ เลอืกขอ้มลูโดยตวัแบบการวเิคราะหถ์ดถอยโลจสิตกิจะคาํนวณความน่าจะเป็นทีข่อ้มูล

ไม่ใช่ขยะสาํหรบัทวตีแต่ละทวตีในพลู จากนัน้ตวัแบบจะเลอืกทวตีทีม่คีวามน่าจะเป็นสงูทีสุ่ด 

3) การเลอืกขอ้มลูโดยการสุ่มตวัอย่างของทอมป์สนั เลอืกขอ้มลูโดยตวัแบบการวเิคราะหถ์ดถอยโลจสิตกิจะถูกประมาณ

การแจกแจงหลงัดว้ยการประมาณแบบลาพลาซ จากนัน้ตวัแบบการวเิคราะห์ถดถอยโลจสิตกิจะถูกสุ่มค่าสมัประสทิธิ ์

ภายใต้การแจกแจงหลงัในแต่ละรอบ ตวัแบบการวเิคราะหถ์ดถอยโลจสิตกิใหม่จะคํานวณความน่าจะเป็นทีข่อ้มลูไม่ใช่

ขยะสาํหรบัทวตีแต่ละทวตีในพลู จากนัน้ตวัแบบจะเลอืกทวตีทีม่คีวามน่าจะเป็นสงูทีสุ่ด 

โดยแต่ละวธิจีะทาํการเลอืกทวตีจากพูล 250 ทวตีในแต่ละรอบการเรยีนรู ้และตวัแบบการวเิคราะห์ถดถอยโลจสิตกิจะ

ถูกปรบัดว้ยขอ้มูลใหม่ทีค่ดัเลอืกในแต่ละรอบ จนขอ้มูลในพูลหมด การทดลองจะถูกทําซ้ํา 100 รอบดว้ยขอ้มูลเริม่ตน้ 

1,000 ทวตีที่แตกต่างกนัเพื่อเก็บผลการทดลอง โดยมกีารเปรยีบเทยีบประสทิธภิาพของโมเดลทัง้ในแง่ของจํานวน

ขอ้มูลที่มปีระโยชน์ที่แต่ละวธิเีลอืกมา และเวลาในการฝึกโมเดล ทัง้สามวธิจีะได้รบัการเปรยีบเทยีบเพื่อสรุปผลการ

ทดลองและอภปิรายผลในทีสุ่ด  
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ผลการวิจยั 

 
ภาพท่ี 1 ผลการทดลองเฉลี่ยทัง้ 100 รอบในการเลอืกทวตีเพื่อมาทําป้ายกํากบัและเรยีนรูผ้่านตวัแบบการวเิคราะห์

ถดถอยโลจสิตกิดว้ยวธิกีารเลอืกขอ้มลูแบบสุ่ม, วธิกีารเลอืกขอ้มูลโดยวธิลีะโมบ, และวธิกีารสุ่มตวัอย่างของทอมป์สนั

ดว้ยการประมาณค่าแบบลาพลาซ แกน x คอื จํานวนทวตีทีถู่กเลอืกทัง้หมด แกน y คอื จํานวนทวตีทีไ่ม่ใช่ขยะทีถู่ก

เลอืก 

 
ภาพท่ี 2 ผลการทดลองเฉลี่ยทัง้ 100 รอบในการเลอืกทวตีเพื่อมาทําป้ายกํากบัและเรยีนรู้ผ่านตวัแบบการวเิคราะห์

ถดถอยโลจสิตกิดว้ยวธิกีารเลอืกขอ้มลูแบบสุ่ม, วธิกีารเลอืกขอ้มูลโดยวธิลีะโมบ, และวธิกีารสุ่มตวัอย่างของทอมป์สนั

ดว้ยการประมาณค่าแบบลาพลาซ แกน x คอื จํานวนทวตีทีถู่กเลอืกทัง้หมด แกน y คอื เวลาทีต่วัแบบใชใ้นการเลอืก

และเรยีนรูข้อ้มลู 

 

ผลการวจิยัดว้ยวธิกีารเลอืกขอ้มลูแบบสุ่ม (Random Approach) พบว่า ในการทดลอง 100 รอบ ตวัแบบไม่มกีารเรยีนรู้

จากทวตีทีถ่กูเลอืกมา ส่งผลใหป้ระสทิธภิาพในการเลอืกทวตีทีไ่ม่ใช่ขยะคงทีต่ลอดการทดลอง โดยจํานวนทวตีทีไ่ม่ใช่

ขยะที่ถูกเลอืกในแต่ละรอบอยู่ทีป่ระมาณ 53 ทวตี ในขณะที่เวลาเฉลี่ยที่ใช้ในการเลอืกทวตี 250 ทวตีอยู่ที่ประมาณ 

0.316 มลิลวินิาทตี่อรอบ ซึง่ค่อนขา้งคงทีต่ลอดการทดลอง 

ในส่วนของวธิกีารเลอืกขอ้มูลโดยวธิลีะโมบ (Greedy Approach) การทดลองแสดงให้เห็นว่าในช่วงครึ่งแรกของการ

เลอืกทวตี ประสทิธภิาพในการเลอืกทวตีทีไ่ม่ใช่ขยะดขีึน้ โดยเฉลี่ยจะอยู่ทีป่ระมาณ 69 ทวตีต่อรอบ แต่จะลดลงเหลอื

Random Approach 
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ประมาณ 37 ทวตีในช่วงครึง่หลงัของการทดลอง เน่ืองจากจํานวนทวตีในพูลลดลง ในขณะเดยีวกนัเวลาในการเลอืก

ทวตีและเรยีนรูข้อ้มลูมแีนวโน้มเพิม่ขึน้โดยเฉลีย่จะอยู่ทีป่ระมาณ 0.151 วนิาทตี่อรอบ 

สําหรบัวธิกีารเลอืกขอ้มูลโดยการสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซ (Thompson Sampling 

using Laplace Approximation) ผลการทดลองพบว่า ประสทิธภิาพในการเลอืกทวตีทีไ่ม่ใช่ขยะจะคงทีจ่นถงึช่วงท้าย

ของการทดลอง โดยในช่วงครึง่แรกจะเลอืกทวตีทีไ่ม่ใช่ขยะเฉลีย่ประมาณ 58 ทวตี และลดลงเหลอืประมาณ 48 ทวตี

ในช่วงครึง่หลงั ตวัแบบใชเ้วลาในการเรยีนรูน้านขึน้เมื่อเทยีบกบัวธิกีารเลอืกขอ้มลูแบบอื่นๆ โดยเวลาเฉลีย่ทีใ่ชใ้นการ

เลอืกทวตี 250 ทวตีอยู่ทีป่ระมาณ 1.320 วนิาทตี่อรอบ 

 

สรปุและอภิปรายผลการวิจยั 

ประสทิธภิาพการคดัเลอืกขอ้มูลทีเ่ป็นประโยชน์ดว้ยวธิกีารเลอืกขอ้มูลแบบสุ่ม การเลอืกขอ้มูลโดยวธิลีะโมบ และการ

เลอืกขอ้มลูโดยการสุ่มตวัอย่างของทอมป์สนัสามารถอภปิรายผลได ้ดงัน้ี 

1) การเปรียบเทียบประสิทธิภาพการเลือกข้อมูลทัง้สามวิธีแสดงให้เห็นว่าวิธีการเลือกข้อมูลโดยวิธีละโมบ มี

ประสทิธภิาพในการเลอืกทวตีทีไ่ม่ใช่ขยะสงูทีสุ่ดเมื่อเทยีบกบัวธิอีื่นๆ เน่ืองจากมกีารเรยีนรูจ้ากทวตีทีเ่ลอืกมาดว้ยการ

วเิคราะห์แบบถดถอยโลจสิติกและปรบัปรุงตวัแบบอย่างต่อเน่ือง ทําให้วธิน้ีีมปีระสทิธภิาพดทีี่สุดในทุกช่วงของการ

ทดลอง ในทางตรงกันข้ามวิธีการสุ่มตัวอย่างของทอมป์สันด้วยการประมาณค่าแบบลาพลาซ มีการปรับปรุง

ประสิทธิภาพหลงัจากการทดลองไปได้สกัระยะ โดยในช่วงแรกนัน้ประสิทธิภาพคล้ายกับการเลือกข้อมูลแบบสุ่ม 

เน่ืองจากตัวแบบเริ่มเรียนรู้และสร้างการแจกแจงหลังของทวีตเมื่อมีข้อมูลเพียงพอแล้ว ดังนั ้นในช่วงท้ายๆ 

ประสทิธภิาพของวธิน้ีีจะดขีึน้อย่างเหน็ไดช้ดั แต่ยงัคงตํ่ากว่าวธิกีารเลอืกขอ้มูลโดยวธิลีะโมบ ส่วนวธิกีารเลอืกขอ้มูล

แบบสุ่ม ไม่ไดท้าํการเรยีนรูจ้ากทวตีทีเ่ลอืกมา ทาํใหป้ระสทิธภิาพคงทีต่ลอดทัง้การทดลอง และมปีระสทิธภิาพตํ่าทีสุ่ด

เมื่อเทยีบกบัวธิอีื่นๆ 

2) การเปรยีบเทยีบเวลาทีใ่ชใ้นการเลอืกขอ้มลูทัง้สามวธิ ีเมื่อพจิารณาในแงข่องเวลา วธิกีารเลอืกขอ้มลูแบบสุ่ม ใชเ้วลา

น้อยทีสุ่ด เน่ืองจากไม่ตอ้งทาํการเรยีนรูห้รอืปรบัปรุงตวัแบบจากทวตีทีเ่ลอืกมา ทาํใหม้ปีระสทิธภิาพในการเลอืกขอ้มูล

ทีร่วดเรว็ทีสุ่ด ในขณะที ่วธิกีารเลอืกขอ้มลูโดยวธิลีะโมบ ใชเ้วลามากขึน้ เน่ืองจากตวัแบบตอ้งทาํการเรยีนรูจ้ากทวตีที่

เลอืกมาและปรบัปรุงโมเดลอย่างต่อเน่ือง ซึ่งทําใหเ้วลาทีใ่ชใ้นการเลอืกและเรยีนรูข้อ้มูลเพิม่ขึน้ตามจํานวนขอ้มูลที่ม ี

สาํหรบั วธิกีารสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซ ใชเ้วลานานทีสุ่ด เน่ืองจากตอ้งทาํการเรยีนรู้

และปรบัปรุงโมเดลจากทวตีทีเ่ลอืกมา รวมถงึต้องใชเ้วลาในการประมาณค่าเฉลี่ยและแปรปรวนของการแจกแจงหลงั 

ซึง่จะทาํใหว้ธิน้ีีใชเ้วลามากกว่าวธิอีื่นๆ โดยเฉพาะในขัน้ตอนทีต่อ้งประมาณค่าทางสถติจิากขอ้มลูทีม่ ี

3) การสรุปความแตกต่างและประสทิธภิาพของทัง้สามวธิจีากการทดลองทัง้ 100 รอบในการเลอืกทวตีเพื่อมาทําป้าย

กํากบัและเรยีนรูผ้่านตวัแบบการวเิคราะหถ์ดถอยโลจสิตกิ พบว่าตวัแบบวธิกีารเลอืกขอ้มลูแบบสุ่มใชเ้วลาในการเลอืก

เฉลีย่ประมาณ 0.316 มลิลวินิาทตี่อรอบ และประสทิธภิาพของตวัแบบไม่ดขีึน้เน่ืองจากไม่มกีารเรยีนรูห้รอืปรบัปรุงจาก

ทวตีทีเ่ลอืกมา ตวัแบบวธิกีารเลอืกขอ้มูลโดยวธิลีะโมบใชเ้วลาในการเลอืกเฉลี่ยประมาณ 0.151 วนิาทตี่อรอบ ซึ่งสูง

กว่าวธิเีลอืกแบบสุ่มเน่ืองจากตอ้งเรยีนรูแ้ละปรบัปรุงโมเดลจากทวตีทีเ่ลอืกมาโดยตรง ประสทิธภิาพของตวัแบบสงูขึน้

อย่างเห็นได้ชดัในช่วงแรก แต่ในช่วงหลงัประสทิธภิาพของตวัแบบจะลดลงเน่ืองจากทวตีทีไ่ม่ใช่ขยะในพูลมจีํานวน

น้อยลง ตวัแบบวธิกีารสุ่มตวัอย่างของทอมป์สนัด้วยการประมาณค่าแบบลาพลาซใชเ้วลาในการเลอืกเฉลี่ยประมาณ 

1.320 วนิาทตี่อรอบ ซึ่งสูงกว่าวธิเีลอืกแบบสุ่มและวธิกีารเลอืกขอ้มูลโดยวธิลีะโมบเน่ืองจากต้องใชเ้วลาในการเรยีนรู้

และปรบัปรุงโมเดลจากทวตีทีเ่ลอืกมา นอกจากน้ียงัตอ้งใชเ้วลาในการประมาณค่าเฉลีย่และแปรปรวนของการแจกแจง

หลงั ซึง่วธิน้ีีมปีระสทิธภิาพทีต่ํ่าในชว่งแรกเน่ืองจากการเรยีนรูห้รอืปรบัปรุงตวัแบบจากทวตีทีเ่ลอืกมาเป็นการประมาณ

การแจกแจงหลงัของทวตีทีเ่รยีนรู ้แต่หลงัจากการทดลองผ่านไป ตวัแบบเริม่แม่นยาํขึน้และมปีระสทิธภิาพเพิม่ขึน้อยา่ง

ชดัเจน 
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โดยสรุปแล้ว วธิกีารเลอืกขอ้มลูโดยวธิลีะโมบ มปีระสทิธภิาพสูงทีสุ่ดตลอดรอบการทดลอง ส่วนวธิกีารสุ่มตวัอย่างของ

ทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซ จะมปีระสทิธภิาพใกลเ้คยีงกบั วธิกีารเลอืกขอ้มลูแบบสุ่ม ในช่วงแรก แต่จะ

ดขีึน้ในช่วงหลงัของการทดลอง 

ข้อเสนอแนะในการวิจยัครัง้ต่อไป 

1) การประยุกตใ์ชว้ธิกีารเลอืกขอ้มลูแบบละโมบและวธิกีารสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซ

ในกระบวนการสุ่มตวัอย่างแบบพลู เพื่อคดัเลอืกขอ้มลูทีม่ปีระโยชน์สงูสุดสาํหรบัการทาํป้ายกํากบั 

การใชต้วัแบบการเลอืกขอ้มลูทัง้สองวธิเีป็นแนวทางทีเ่หมาะสมสาํหรบัการคดัเลอืกขอ้มลูประเภทขอ้ความทีม่ปีระโยชน์

สูงสุดสําหรบัการทําป้ายกํากับทําให้ลดค่าใช้จ่ายในการทําป้ายกํากับ สําหรบังานวิจยัในบริบทอื่นที่ต้องใช้ความ

เชีย่วชาญหรอืจาํนวนขอ้มลูในการทาํป้ายกํากบัปรมิาณมาก เช่น ขอ้มูลประเภทวดิโีอ หรอืเสยีง เป็นต้น สองวธิน้ีีเป็น

อกีทางเลอืกสาํหรบัการคดัเลอืกขอ้มลู 

2) การวจิยัเพิม่เตมิเกีย่วกบัตวัแบบวธิกีารเลอืกขอ้มลูแบบละโมบและวธิกีารสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณ

ค่าแบบลาพลาซ 

การวจิยัน้ีเน้นไปที่การเปรยีบเทยีบระหว่างตวัแบบวธิกีารเลือกข้อมูลแบบสุ่ม, วธิกีารเลอืกขอ้มูลแบบละโมบ, และ

วธิกีารสุ่มตวัอย่างของทอมป์สนัดว้ยการประมาณค่าแบบลาพลาซดว้ยพูลขนาดจาํกดั แต่ในโลกความเป็นจรงิขอ้มลูมี

จาํนวนมหาศาล ทาํใหก้ารเปรยีบเทยีบและพฒันาตวัแบบวธิกีารเลอืกขอ้มูลดว้ยจาํนวนทีม่ากขึน้ ทาํใหเ้หน็ผลในระยะยาว

ทีแ่ม่นยาํได ้การประยุกตใ์ชว้ธิกีารเลอืกขอ้มลูทัง้สองวธิกีบังานวจิยัในบรบิทหรอืขอ้มูลประเภทต่างๆ สามารถแสดงให้

เหน็ประสทิธภิาพทีแ่ตกต่างจากในงานวจิยัน้ี ขึน้อยู่กบัความซบัซอ้นและจาํนวนของของขอ้มลู 
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