
33rd National Graduate Conference (2/2025) [1] 

5-6 May 2025 @ Bangkok, Thailand (Online Conference) 

 

 

Procedia of Multidisciplinary Research  Article No. 13 

Vol. 3 No. 5 (May 2025) 

MULTI-LABEL SENTIMENT ANALYSIS MODEL FOR THAI LANGUAGE 

REVIEW OF RESTAURANT 
 

Nontakul PHETRUCHAENG1*, Dussadee PRASERTTITIPONG2 and Wijak SRISUJJALERTWAJA3 

1 Department of Computer Science, Faculty of Science, Chaing Mai University, Thailand; 

nontakul_p@cmu.ac.th (Corresponding Author) (N. P.); dussadee.p@cmu.ac.th (D. P.); 

wijak.s@cmu.ac.th (W. S.) 

 

ARTICLE HISTORY   

Received: 7 April 2025 Revised: 21 April 2025 Published: 6 May 2025 

 

ABSTRACT 

Currently, Sentiment Analysis has been extensively studied, particularly in the context of customer reviews. 

However, most studies focus on Single-label Sentiment Analysis, which evaluates the overall sentiment of a 

review as a single entity. In contrast, restaurant reviews often comprise multiple aspects, such as food quality, 

price, service, and ambience. This study aims to develop a Multi-label Sentiment Analysis Model for Thai 

restaurant reviews using the Wongnai Review Dataset. The model's performance is evaluated through 

Traditional Machine Learning approaches, including Logistic Regression, Random Forest, and Support Vector 

Machine (SVM), in conjunction with text representation techniques such as Bag of Words (BoW) and Term 

Frequency-Inverse Document Frequency (TF-IDF). The experimental results show that the Random Forest 

model with TF-IDF achieves superior accuracy of 97.36% in classifying both aspects and sentiments. This 

study addresses the research gap in multi-aspect sentiment analysis and contributes to the advancement of 

Thai Natural Language Processing (NLP) applications in the future. 
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บทคดัย่อ 

ปัจจุบนัมกีารศกึษาดา้นการวเิคราะหอ์ารมณ์อย่างแพร่หลาย โดยเฉพาะในบรบิทของรวีวิลูกคา้ อย่างไรกต็าม ส่วนใหญ่

มกัมุ่งเน้นการวิเคราะห์อารมณ์ป้ายเดี่ยว ซึ่งพิจารณาอารมณ์โดยรวมของรีวิวเพียงแง่มุมเดียว ในขณะที่รีวิวของ

ร้านอาหารนัน้ มกัประกอบด้วยหลายแง่มุม เช่น รสชาติอาหาร ราคา การให้บริการ และบรรยากาศ งานวิจยัน้ีมี

เป้าหมายเพื่อพฒันาโมเดลวเิคราะห์อารมณ์หลายป้ายสําหรบัรวีวิภาษาไทยของร้านอาหาร โดยใชชุ้ดขอ้มูลรวีวิของ

แพลตฟอรม์วงใน และประเมนิผลโมเดลผ่านการเรยีนรูข้องเครื่องแบบดัง้เดมิ ไดแ้ก่ การถดถอยโลจสิตกิส ์การสุ่มป่าไม ้

และซพัพอร์ตเวกเตอร์แมชชนี ร่วมกบัเทคนิคคลงัคําศพัท์ และเทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร 

ผลลพัธ์จากการทดลองแสดงให้เห็นว่าโมเดลการสุ่มป่าไม้ที่ใช้ร่วมกับเทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของ

เอกสารนัน้ใหค่้าความถูกตอ้งสูงสุดที ่97.36% ในการจําแนกทัง้แง่มุมและอารมณ์อย่างแม่นยํา งานวจิยัน้ีช่วยเตมิเตม็

ช่องว่างของการวิเคราะห์อารมณ์ในรีววิที่มีหลายแง่มุม และสามารถนําไปประยุกต์ใช้กับงานด้านการประมวลผล

ภาษาธรรมชาตขิองภาษาไทยในอนาคต 

คาํสาํคญั: Multi-label Sentiment Analysis, Thai NLP, Machine Learning, Restaurant Review 

 

ข้อมูลการอ้างอิง: นนทกุล เพชรรู้แจ้ง, ดุษฎี ประเสริฐธิติพงษ์ และ วิจกัษณ์ ศรีสจัจะเลิศวาจา. (2568). โมเดล

วเิคราะหอ์ารมณ์หลายป้ายสาํหรบัรวีวิภาษาไทยของรา้นอาหาร. Procedia of Multidisciplinary Research, 3(5), 13  



[3] 

บทนํา 

ในโลกยุคดจิติอลน้ีพฤตกิรรมของผูบ้รโิภคมคีวามเปลีย่นแปลงไปอย่างมาก โดยเปลีย่นจากการนัง่รบัประทานอาหารที่

รา้น เป็นการสัง่ซื้ออาหารผ่านแพลตฟอร์มออนไลน์มากขึน้ โดยตลอดทัง้ปี 2567 ทีผ่่านมามจีํานวนผูบ้รโิภคทัว่โลกที่

ซื้อสินค้าอุปโภคบริโภคผ่านทางระบบออนไลน์เป็นจํานวน 5.35 พนัล้านคน (Kemp, 2024) ซึ่งการซื้อผ่านระบบ

ออนไลน์ในปัจจุบนันัน้ช่วยอํานวยความสะดวกสบายใหแ้ก่ผูบ้รโิภคมากขึน้ และปัจจยัสาํคญัทีม่อีทิธพิลต่อการตดัสนิใจ

ซื้อมากทีสุ่ดกค็อื รวีวิลูกคา้ (Customer Reviews) ทีแ่สดงบนหน้ารวีวิของแพลตฟอรม์ออนไลน์ (Lovert, 2024) 

อย่างไรกต็าม ขอ้มูลรวีวิทีม่อียู่เป็นขอ้มลูทีไ่ม่มโีครงสรา้ง (Unstructured Data) และมคีวามทา้ทายหลายประการ เช่น 

1) มหีลายแง่มุมในประโยคเดยีวกนั (Multi-aspect Review) เช่น “อาหารอร่อย แต่ราคาค่อนขา้งแพง บรกิารด”ี ซึ่ง

ครอบคลุมแงมุ่มอาหาร ราคา และบรกิาร 2) ความซบัซอ้นของภาษาไทยทีม่ลีกัษณะเฉพาะ เช่น การไม่มกีารเวน้วรรค

ระหว่างคาํ การใชค้าํซอ้น และการใชค้าํแสลง เช่น “เคก้อร่อยมว๊ากกกแม”่ 3) อารมณ์หรอืความรูส้กึทีแ่ตกต่างกนัในแต่

ละแง่มุม เช่น “พนักงานบรกิารด ีแต่อาหารรสชาตไิม่อร่อย” และ 4) การจดัการขอ้มูลทีไ่ม่สมดุล (Imbalanced Data) 

ซึง่ทาํใหก้ารจาํแนกอารมณ์ซบัซอ้นขึน้ 

ปัจจุบนัมงีานวจิยัเกี่ยวกบัการวเิคราะห์อารมณ์ (Sentiment Analysis) สําหรบัรวีวิภาษาไทยเกี่ยวกบัรา้นอาหารเป็น

จํานวนมาก แต่ส่วนใหญ่ยงัเป็นการวเิคราะห์อารมณ์ป้ายเดี่ยว (Single-label Sentiment Analysis: SLSA) ที่จําแนก

อารมณ์ของรวีวิโดยรวมเท่านัน้ (Phuttakij et al., 2025) และยงัไม่สามารถจําแนกอารมณ์ของแต่ละแง่มุมในรีวิวได้

อย่างแม่นยํา ดังนัน้งานวิจัยน้ีมุ่งเน้นไปที่การพัฒนาโมเดลวิเคราะห์อารมณ์หลายป้าย (Multi-label Sentiment 

Analysis: MLSA) ที่สามารถจําแนกแง่มุมและอารมณ์ของรีวิวภาษาไทยเกี่ยวกับร้านอาหารได้พร้อมกัน เพื่อให้

ผูบ้รโิภคสามารถใชพ้จิารณาเลอืกซื้อสนิคา้ไดง้า่ยขึน้ และเป็นเครื่องมอืทีช่่วยใหเ้จา้ของธุรกจิเขา้ใจจุดแขง็และจุดอ่อน

ของรา้นคา้ไดด้ยีิง่ขึน้ดว้ย  

จากเหตุผลดงักล่าวจงึทําใหผู้ว้จิยัเลง็เหน็ถงึความสําคญัในการศกึษาเรื่อง “โมเดลวเิคราะห์อารมณ์หลายป้ายสําหรบั

รีวิวภาษาไทยของร้านอาหาร” โดยมีวตัถุประสงค์การวิจยัเพื่อ 1) เพื่อพฒันาโมเดลวิเคราะห์อารมณ์หลายป้ายที่

สามารถจาํแนกแงมุ่มและอารมณ์ของรวีวิภาษาไทยไดพ้รอ้มกนั 2) เพื่อเปรยีบเทยีบประสทิธภิาพของโมเดลการเรยีนรู้

ของเครื่องแบบดัง้เดมิ ได้แก่ การถดถอยโลจสิติกส์ (Logistic Regression: LR) การสุ่มป่าไม้ (Random Forest: RF) 

และซพัพอรต์เวกเตอรแ์มชชนี (Support Vector Machine: SVM) 3) เพื่อศกึษาผลกระทบของเทคนิคคลงัคาํศพัท ์(Bag 

of Words: BoW) และเทคนิคความถี่ของคํา-ส่วนกลับความถี่ของเอกสาร (Term Frequency-Inverse Document 

Frequency: TF-IDF) ในการแปลงขอ้ความเป็นเวกเตอร ์(Text to Vector Conversion) และ 4) เพื่อวเิคราะหแ์ละพฒันา

รปูแบบการประเมนิโมเดลทีเ่หมาะสมสาํหรบัรวีวิภาษาไทย 

 

การทบทวนวรรณกรรม 

การวเิคราะห์อารมณ์เป็นกระบวนการทีใ่ชใ้นการประมวลผลภาษาธรรมชาต ิ(Natural Language Processing: NLP) 

เพื่อจําแนกความคดิเหน็หรอือารมณ์ของขอ้ความออกเป็นหมวดหมู่ เช่น เชงิบวก (Positive) เชงิลบ (Negative) หรอื

เป็นกลาง (Neutral) อย่างไรกต็าม การจําแนกอารมณ์ของรวีวิโดยภาพรวมอาจไม่เพยีงพอสําหรบัขอ้ความทีม่หีลาย

แง่มุม ซึ่งพบได้บ่อยในรวีวิร้านอาหารทีผู่้ใชแ้สดงความคดิเห็นเกี่ยวกบัหลายประเด็น เช่น รสชาติอาหาร ราคา การ

บรกิาร และบรรยากาศ การวเิคราะห์อารมณ์หลายป้ายเป็นแนวทางที่ช่วยให้สามารถจําแนกอารมณ์ที่เกี่ยวขอ้งกบั

หลายแง่มุมในข้อความเดียวได้ ซึ่งช่วยให้การวิเคราะห์ความคิดเห็นของลูกค้าละเอียดขึ้น งานวิจยัน้ีจึงทบทวน

วรรณกรรมทีเ่กีย่วขอ้งกบั 4 ประเดน็ ไดแ้ก่ 

การพฒันาแนวคิดการวิเคราะห์อารมณ์  

งานวจิยัดา้นการวเิคราะหอ์ารมณ์นัน้ไดพ้ฒันาไปตามยุคสมยั โดยมกีารเปลีย่นแปลงสาํคญัดงัน้ี 
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- ในปี 2002 งานวจิยัช่วงแรก ได้มุ่งเน้นที่การวเิคราะห์อารมณ์แบบไบนาร ี(Binary Sentiment Analysis) ซึ่งจําแนก

ความคดิเหน็เป็นเพยีงสองประเภทคอื Positive หรอื Negative โดยใชโ้มเดลซพัพอรต์เวกเตอรแ์มชชนี (SVM) และนา

อฟีเบย์ (Naïve Bayes) อย่างไรกต็าม แนวทางน้ีไม่สามารถจบัความหลากหลายของอารมณ์ในขอ้ความทีซ่บัซ้อนได้ 

เช่น รวีวิรา้นอาหารทีม่หีลายมติ ิ(Pang et al., 2002) 

- ในปี 2012 เพื่อแก้ไขข้อจํากัดของแนวทางไลบรารี เหล่านักวิจยัได้มกีารพฒันาการวิเคราะห์อารมณ์หลายคลาส 

(Multi-class Sentiment Analysis) ซึ่งสามารถแบ่งระดบัอารมณ์เป็นหลายคลาส เช่น Positive Neutral Negative หรอื

ระดบัความพงึพอใจ แต่อย่างไรกต็าม วธิน้ีียงัไม่สามารถจบัอารมณ์ทีเ่กีย่วขอ้งกบัหลายแงมุ่มในขอ้ความเดยีวได ้(Liu, 

2012)  

- ในปี 2014 ได้มกีารเสนอการวเิคราะห์อารมณ์หลายป้าย ซึ่งสามารถจําแนกขอ้ความหน่ึงไปยงัหลายป้ายพรอ้มกนั 

เช่น รวีวิรา้นอาหารทีอ่าจมคีวามเหน็เกี่ยวกบั อาหาร ราคา บรกิาร และบรรยากาศ งานวจิยัน้ีจงึสอดคล้องกบัลกัษณะ

ของรวีวิทีซ่บัซอ้นโดยเฉพาะในภาษาไทย (Liu & Chen, 2014) 

- ในปี 2019 Phatthiyaphaibun และทมีวจิยัได้ศกึษาแนวทางแก้ไขอุปสรรคในการประมวลผลภาษาไทยสําหรบัการ

วเิคราะห์อารมณ์ ซึ่งถอืเป็นการวเิคราะห์อารมณ์สําหรบัภาษาไทยทีม่นัียสําคญั โดยเน้นยํ้าถงึความทา้ทายทางภาษา

อนัเป็นเอกลกัษณ์ทีเ่กดิจากภาษาไทย เช่น กระบวนการตดัคาํ (Tokenization) การแบ่งส่วนคาํ (Word Segmentation) 

และการจดัการรปูร่างลกัษณะของคาํพูด (Morphology) ทีห่ลากหลายของขอ้ความภาษาไทย ซึง่ถอืเป็นความทา้ทายที่

สาํคญัมาก (Phatthiyaphaibun et al., 2019) 

- ในปี 2021 งานวิจยัล่าสุดได้แสดงให้เห็นว่า WangchanBERTa ซึ่งเป็นโมเดลภาษาที่ถูกฝึกฝนมาล่วงหน้า (Pre-

trained Language Models) ทีพ่ฒันาเฉพาะสาํหรบัภาษาไทย สามารถเพิม่ความแม่นยาํของการวเิคราะหอ์ารมณ์หลาย

ป้ายไดอ้ย่างมนัียสาํคญั ถอืเป็นผลงานวจิยัทีด่ใีนการบรรลุความถูกตอ้งแม่นยาํทีสู่งขึน้และความเขา้ใจอารมณ์ของผูใ้ช้

อย่างละเอยีดถีถ่ว้น (Lowphansirikul et al., 2021) 

การสกดัคณุลกัษณะ (Feature Extraction)  

สามารถแบ่งไดเ้ป็น 2 ขัน้ตอน ไดแ้ก่  

1) กระบวนการตดัคาํ ภาษาไทยไม่มกีารเวน้วรรคระหว่างคาํและมคีําทีม่หีลายความหมาย ซึง่ทาํใหก้ระบวนการตดัคํา

มคีวามซบัซอ้นกว่าภาษาอื่น โดยงานวจิยัน้ีไดใ้ชไ้ลบราร ีPyThaiNLP ซึง่เป็นเครื่องมอืทีถู่กออกแบบมาเพื่อรองรบัการ

ประมวลผลข้อความภาษาไทยโดยเฉพาะ ประกอบกับงานวิจัยของ Phatthiyaphaibun พบว่า PyThaiNLP มี

ประสิทธิภาพสูงสุดในการแปลงข้อความภาษาไทย เมื่อเทียบกับ LexTo และ DeepCut (Phatthiyaphaibun et al., 

2023)  

2) เทคนิคการแปลงขอ้ความ โดยแนวทางหลกัในการแปลงขอ้ความเป็นเวกเตอรม์ ี3 เทคนิค ไดแ้ก่  

2.1) เทคนิคคลงัคําศพัท์ (BoW) เป็นเทคนิคพืน้ฐานในการแปลงขอ้ความเป็นเวกเตอร์ โดยนับจํานวนการปรากฏของ

แต่ละคําในเอกสารโดยไม่คํานึงถึงลําดบัของคํา ข้อความจะถูกแปลงเป็นเมทริกซ์ (Matrix) ของความถี่ของคํา ซึ่ง

สามารถใชเ้ป็นอนิพุต (Input) ใหก้บัโมเดลการเรยีนรูข้องเครื่อง (Machine Learning) ได ้แมว้่าเทคนิคคลงัคําศพัท์จะ

เรยีบงา่ยและมปีระสทิธภิาพ แต่ขอ้จาํกดัหลกัคอืการละเลยลําดบัของคาํและความสมัพนัธ์ทางไวยากรณ์ (Sangsavate 

et al., 2023)  

2.2) เทคนิคความถีข่องคาํ-ส่วนกลบัความถี่ของเอกสาร (TF-IDF) เป็นเทคนิคทีพ่ฒันาต่อยอดจากเทคนิคคลงัคาํศพัท ์

โดยให้ค่าน้ําหนักแก่คําที่มีความสําคญัมากขึ้น คํานวณจากความถี่ของคําในเอกสารหน่ึง (TF) เทียบกับส่วนกลบั

ความถีข่องคาํในเอกสารทัง้หมด (IDF) วธิน้ีีช่วยลดอทิธพิลของคาํทีพ่บบ่อยในทุกเอกสารและเพิม่ความสาํคญัใหก้บัคํา

ที่มีลักษณะเฉพาะของเอกสารนัน้ๆ ทําให้สามารถแยกแยะความแตกต่างของเอกสารได้ดีขึ้น (Khamphakdee & 

Seresangtakul, 2021) ซึง่สามารถอธบิายเป็นสมการ ไดด้งัน้ี 

a) Term Frequency (TF): คาํนวณความถีข่องคาํทีป่รากฏในเอกสาร 
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สมการท่ี 1 คาํนวณหาค่าความถีข่องคาํในเอกสารหน่ึง 

𝑇𝑇𝑇𝑇 =
จํานวนครัง้ทีค่ําปรากฏในเอกสาร

จํานวนคาํทัง้หมดในเอกสาร
 

b) Inverse Document Frequency (IDF): คาํนวณว่าคาํดงักล่าวพบไดท้ัว่ไปในทุกเอกสารหรอืไม่ 

สมการท่ี 2 คาํนวณหาค่าส่วนกลบัความถีข่องคาํในเอกสารทัง้หมด 

𝐼𝐼𝐼𝐼𝐼𝐼 = log(
จํานวนเอกสารทัง้หมด

จํานวนเอกสารทีม่คีาํน้ีปรากฏ
) 

c) TF-IDF Calculation: 

สมการท่ี 3 คาํนวณหาค่าความถีข่องคาํ-ส่วนกลบัความถีข่องเอกสาร 

𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑇𝑇𝑇𝑇 × 𝐼𝐼𝐼𝐼𝐼𝐼 

2.3) การฝังคํา (Word Embeddings) เป็นเทคนิคการแปลงคําใหอ้ยู่ในรูปแบบเวกเตอร์ทีส่ามารถจบัความสมัพนัธท์าง

ความหมายของคําได้ โดยโมเดลเรยีนรู้จากบรบิทของคําทีป่รากฏในขอ้มูลขนาดใหญ่ วธิน้ีีช่วยใหค้ําทีม่คีวามหมาย

ใกล้เคยีงกนัมเีวกเตอร์ทีอ่ยู่ใกล้กนัในพืน้ทีม่ติสิูง ตวัอย่างเครื่องมอืของการฝังคําทีไ่ดร้บัความนิยม ไดแ้ก่ Word2Vec 

GloVe FastText และสําหรบัภาษาไทย ได้แก่ Thai2Vec และ WangchanBERTa เทคนิคน้ีมีความสามารถในการ

รกัษาความสมัพนัธท์างความหมาย ทาํใหม้ปีระสทิธภิาพสงูกว่าเทคนิคคลงัคาํศพัท ์และเทคนิคความถีข่องคาํ-ส่วนกลบั

ความถีข่องเอกสารในการวเิคราะหภ์าษาธรรมชาต ิ(Marukatat, 2020) 

อย่างไรกต็าม ขอ้ความรวีวิภาษาไทยมลีกัษณะเป็นภาษาพดูเป็นส่วนใหญ่ ซึง่อาจไม่อยู่ในฐานขอ้มลูการฝึกของการฝัง

คาํ ในงานวจิยัน้ีจงึมุ่งเน้นไปทีเ่ทคนิคคลงัคาํศพัท ์และเทคนิคความถีข่องคาํ-ส่วนกลบัความถีข่องเอกสารเป็นหลกั 

3) เทคนิคการจําแนกประเภทขอ้ความ (Classification Methods) ในงานวจิยัน้ี ผู้วจิยัใชว้ธิกีารเรยีนรู้ของเครื่องแบบ

ดัง้เดมิ โดยเทคนิคทีใ่ชส้าํหรบัโมเดลวเิคราะหอ์ารมณ์หลายป้าย ประกอบดว้ย 3 โมเดล ไดแ้ก่  

3.1) การถดถอยโลจสิติกส์ เป็นอลักอรทิมึการจําแนกประเภท (Classification Algorithm) ที่ใช้ในการพยากรณ์ความ

น่าจะเป็นของขอ้มูลที่อยู่ในหมวดหมู่หน่ึงจากสองหมวดหมู่ (Binary Classification) หรอืหลายหมวดหมู่ (Multiclass 

Classification) โดยอาศยัสมการถดถอยเชงิเสน้ แต่ใชฟั้งกช์นัโลจสิตกิ (Logistic Function) แปลงค่าใหอ้ยู่ในช่วง 0 กบั 

1 ฟังก์ชนัน้ีช่วยใหส้ามารถตคีวามผลลพัธเ์ป็นค่าความน่าจะเป็นได ้และโมเดลการถดถอยโลจสิตกิสย์งัใชฟั้งก์ชนัการ

ประมาณภาวะน่าจะเป็นสูงสุด (Maximum Likelihood Estimation: MLE) ในการประมาณค่าสมัประสทิธิข์องตวัแปร

อิสระเพื่อลดข้อผิดพลาดและเพิ่มความแม่นยําของโมเดล ข้อดีของโมเดลน้ีคือ มีความง่ายต่อการตีความ คํานวณ

รวดเรว็ และสามารถใชเ้ป็นโมเดลฐาน (Baseline Model) ไดด้ ีส่วนขอ้เสยีคอื มขีอ้จํากดัในการจําแนกขอ้มูลทีไ่ม่เป็น

เสน้ตรงและอาจไวต่อค่านอกเกณฑ ์(Outliers)  

3.2) การสุ่มป่าไม ้เป็นโมเดลการเรยีนรู้แบบกลุ่ม (Ensemble Learning) ซึ่งใช้การรวมโมเดลหลายตวั (หลายต้นไม้

ตดัสนิใจ: Decision Trees) เพื่อเพิม่ประสทิธภิาพของการจําแนกประเภทและลดขอ้ผดิพลาดที่เกิดจากโมเดลต้นไม้

ตัดสินใจเดี่ยว (Single Decision Tree) โมเดลน้ีสร้างต้นไม้หลายต้นจากการสุ่มตัวอย่างข้อมูลแบบบูตสแตรปปิง 

(Bootstrapping) และใช้บูตสแตรปอากีเกติง (Bootstrap Aggregating: Bagging) เพื่อลดความแปรปรวน (Variance) 

ของโมเดล ขอ้ดขีองโมเดลน้ีคอื ทนต่อปัญหาโอเวอร์ฟิตตงิ (Overfitting) ได้ด ีทํางานได้ดกีบัขอ้มูลทีม่คีวามซบัซ้อน

และมหีลายมติิ (High-dimensional Data) ส่วนขอ้เสยีคอื ใช้ทรพัยากรในการคํานวณสูงกว่าต้นไมต้ดัสนิใจเดี่ยวและ

อาจไม่สามารถตคีวามผลลพัธไ์ดง้า่ยเท่ากบัการถดถอยโลจสิตกิส ์(Thiengburanathum & Charoenkwan, 2023)  

3.3) ซัพพอร์ตเวกเตอร์แมชชีน เป็นโมเดลการจําแนกประเภทที่อาศยัแนวคิดของระนาบเกิน (Hyperplane) หรือ 

ขอบเขตการตดัสินใจ (Decision Boundary) ในการแบ่งขอ้มูลออกเป็นกลุ่มต่างๆ โดยเลือกเส้นแบ่งที่สามารถแยก

ข้อมูลออกจากกันได้ดีที่สุด ซึ่งเรียกว่าการจําแนกขอบเขตสูงสุด (Maximum Margin Classifier) โมเดลซัพพอร์ต

เวกเตอร์แมชชนีสามารถทํางานได้ทัง้ในปัญหาการจําแนกเชงิเส้น (Linear Classification) และไม่เป็นเชงิเส้น (Non-

linear Classification) โดยอาศยัฟังก์ชนัเคอร์เนล (Kernel Function) ในการเปลี่ยนขอ้มูลให้อยู่ในมติิที่สูงขึ้นเพื่อให้
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สามารถแบ่งขอ้มูลไดด้ขี ึน้ ขอ้ดขีองโมเดลน้ีคอื มปีระสทิธภิาพสูงเมื่อตวัแปรมจีํานวนมาก (High-dimensional Data) 

ทนต่อปัญหาโอเวอร์ฟิตติงได้ดี ส่วนข้อเสียคือ ใช้เวลาฝึกโมเดลนานเมื่อตวัอย่างขอ้มูลมีขนาดใหญ่และต้องเลอืก

ฟังกช์นัเคอรเ์นล (Kernel Function) ทีเ่หมาะสมเพื่อใหท้าํงานไดด้ ี 

4) การประเมนิผลโมเดล (Model Evaluation Metrics) ประกอบด้วย 4 ตวัชี้วดัสําคญัในการประเมนิโมเดลวเิคราะห์

อารมณ์หลายป้าย (Tao & Fang, 2020) ไดแ้ก่  

4.1) ค่าความถูกตอ้ง (Accuracy) เป็นเมตรกิพืน้ฐานทีใ่ชว้ดัความถกูตอ้งของโมเดล โดยคาํนวณจากสดัส่วนของจาํนวน

ตวัอย่างทีโ่มเดลพยากรณ์ถูกตอ้งทัง้หมดต่อจาํนวนตวัอย่างทัง้หมดในชุดขอ้มลูทดสอบ ดงัทีแ่สดงในสมการที ่4 

สมการท่ี 4 คาํนวณวดัความถูกตอ้งของโมเดล 

Accuracy =  
TP + TN

TP + TN + FP + FN
 

a) True Positive (TP) คอื จาํนวนตวัอย่างทีเ่ป็นบวกและโมเดลทาํนายถูกตอ้ง 

b) True Negative (TN) คอื จาํนวนตวัอย่างทีเ่ป็นลบและโมเดลทาํนายถูกตอ้ง 

c) False Positive (FP) คอื จาํนวนตวัอย่างทีเ่ป็นลบแต่โมเดลทาํนายผดิว่าเป็นบวก 

d) False Negative (FN) คอื จาํนวนตวัอย่างทีเ่ป็นบวกแต่โมเดลทาํนายผดิว่าเป็นลบ 

4.2) ค่าความแม่นยาํ (Precision) เป็นเมตรกิทีใ่ชว้ดัความแม่นยาํของโมเดลในกรณีทีท่าํนายว่าเป็นกลุ่มบวก (Positive 

Class) โดยพจิารณาว่าในจาํนวนทีโ่มเดลทาํนายเป็นบวก มจีาํนวนทีถู่กตอ้งจรงิกีเ่ปอรเ์ซน็ต ์

สมการท่ี 5 คาํนวณวดัความแม่นยาํของโมเดล 

Precision =  
TP

TP + FP
 

4.3) ค่าความไว (Recall หรอื Sensitivity) เป็นเมตรกิที่ใช้วดัความสามารถของโมเดลในการตรวจจบัตวัอย่างที่เป็น

บวก โดยคํานวณจากสดัส่วนของตวัอย่างทีเ่ป็นบวกจรงิทีถู่กโมเดลทํานายถูกตอ้งเมื่อเทยีบกบัจํานวนบวกทัง้หมดใน

ชุดขอ้มลู 

สมการท่ี 6 คาํนวณวดัความครบถว้นของโมเดล 

Recall =  
TP

TP + FN
 

4.4) ค่า F1 (F1-Score) เป็นค่าที่รวม Precision และ Recall เข้าด้วยกันโดยใช้ค่าเฉลี่ยถ่วงน้ําหนักแบบฮาร์มอนิก 

(Harmonic Mean) เพื่อหาจุดสมดุลระหว่างการลด False Positive และ False Negative 

สมการท่ี 7 คาํนวณวดัความสมดุลระหว่าง ค่าความแม่นยาํ และค่าความไว 

F1 Score = 2 
Precision × Recall
Precision + Recall

 

สมมติฐานการวิจยั 

1) การใช้โมเดลวิเคราะห์อารมณ์หลายป้าย (MLSA) สามารถเพิ่มประสิทธภิาพในการวเิคราะห์รีววิภาษาไทยของ

รา้นอาหาร เมื่อเทยีบกบัการวเิคราะหอ์ารมณ์ป้ายเดีย่ว (SLSA) 

2) เทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร (TF-IDF) จะช่วยใหโ้มเดลสามารถจบัความหมายของขอ้ความ

ไดด้กีว่าเทคนิคคลงัคาํศพัท ์(BoW) 

3) โมเดลการสุ่มป่าไม ้(RF) มแีนวโน้มใหผ้ลลพัธ์ทีแ่ม่นยํากว่าโมเดลการถดถอยโลจสิตกิส ์(LR) และโมเดลซพัพอรต์

เวกเตอรแ์มชชนี (SVM) สาํหรบัการวเิคราะหอ์ารมณ์หลายป้าย 
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กรอบแนวคิดการวิจยั 

 
ภาพท่ี 1 กรอบแนวคดิการวจิยั 

 

วิธีดาํเนินการวิจยั 

โมเดลวเิคราะหอ์ารมณ์หลายป้ายสาํหรบัรวีวิภาษาไทยของรา้นอาหารน้ี ประกอบดว้ย 6 ขัน้ตอน ดงัน้ี 

การเกบ็ข้อมูล (Data Collection) งานวจิยัน้ีแบ่งแงมุ่มเป็น 4 ดา้น ไดแ้ก่ อาหาร ราคา บรกิาร และบรรยากาศ แบ่ง

อารมณ์เป็น 4 อารมณ์ ได้แก่ positive neutral negative และ null ใช้ชุดข้อมูลรีวิวของแพลตฟอร์มวงในที่มีรีวิว

ร้านอาหารจํานวน 40,000 รายการ จากนัน้ทําการกําหนดค่าอ็อบเจกต์ (Object value) 4 รูปแบบ ดงัน้ี 1) positive  

2) neutral 3) negative และ 4) null ลงไปในแต่ละแง่มุมที่นิยมใช้ในงานวจิยัรวีวิร้านอาหาร (Suciati & Budi, 2019) 

และสุ่มเลอืกชุดขอ้มลูใหเ้หลอื 20,000 รายการ ดงัตวัอย่างในตารางที ่1 

 

ตารางท่ี 1 ตวัอย่างการกําหนดค่าออ็บเจกต ์และสุ่มเลอืกชุดขอ้มลู 

id review food_sentiment price_sentiment service_sentiment ambience_sentiment 

9379 เป็นรา้นทีก่วา้งมากๆ มทีี่

จอดรถเยอะเลยค่ะ อาหาร

รสชาตดิอีร่อยค่ะ พนักงาน

บรกิารดมีากๆค่ะ 

positive null positive positive 

6770 ราคา 351.- อาหาร

คุณภาพอาหารตํ่า บรกิาร

ไม่ประทบัใจ 

negative neutral negative null 

 

เมื่อทําการกําหนดค่าอ็อบเจกต์เรยีบร้อย จะสามารถสรุปจํานวนของประเภทอารมณ์ (Sentiment Type) ของแต่ละ

แงมุ่ม ไดด้งัภาพที ่2 
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ภาพท่ี 2 เปรยีบเทยีบจาํนวนประเภทอารมณ์ของแต่ละแงมุ่ม 

 

จากภาพที ่2 จะเหน็ว่าคอลมัน์ service_sentiment มจีาํนวน null สงูสุด และตามดว้ยคอลมัน์ price_sentiment ซึง่อาจ

บ่งชี้ไดห้ลายกรณี เช่น ขอ้มูลบรกิารไม่ไดถู้กจดัเกบ็ หรอื ไม่สามารถใหค้วามเหน็ได ้เป็นต้น ดงันัน้เพื่อจดัการขอ้มูล

สูญหาย (Missing data) ส่วนน้ีจงึทําการแทนค่าด้วย “null” เพื่อให้โมเดลสามารถเรยีนรูข้อ้มูลได้ครบจํานวน 20,000 

รายการ 

การทาํความสะอาดข้อมูล (Data Cleaning) ในขัน้ตอนน้ีไดใ้ชไ้ลบราร ีPyThaiNLP สาํหรบักระบวนการตดัคาํเพราะ

เป็นไลบรารทีีอ่อกแบบมาเพื่อแกไ้ขปัญหาของภาษาไทยโดยเฉพาะ พรอ้มทัง้ทาํการลบสญัลกัษณ์ทีไ่ม่จาํเป็นและลบคาํ

ไรป้ระโยชน์ (Stopwords) ทีไ่ม่มคีวามหมายในการวเิคราะหอ์อกไป 

การแปลงข้อความเป็นเวกเตอร ์(Text to Vector Conversion)  

แปลงขอ้ความทีผ่่านการประมวลผลใหเ้ป็นเวกเตอร์เชงิตวัเลขเพื่อใหโ้มเดลสามารถเรยีนรูไ้ด ้โดยแบ่งเป็น 2 เทคนิค

ไดแ้ก่ 1) เทคนิคคลงัคําศพัท์ (BoW) ใช ้CountVectorizer เพื่อแปลงขอ้ความเป็นเมทรกิซ์ของการนับจํานวนครัง้ของ

แต่ละคํา และ 2) เทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร (TF-IDF) ใช้ TfidfVectorizer เพื่อคํานวณค่า

น้ําหนักของคาํโดยพจิารณาความสาํคญัของคาํในเอกสาร 

การพฒันาโมเดลวิเคราะห์อารมณ์หลายป้ายน้ีใช้การเรียนรู้ของเคร่ืองแบบดัง้เดิม ไดแ้ก่ 1) การถดถอยโลจสิตกิส ์

(LR) 2) การสุ่มป่าไม ้(RF) และ 3) ซพัพอรต์เวกเตอรแ์มชชนี (SVM) ร่วมกบัชุดขอ้มลูทีไ่ดจ้ากเทคนิคคลงัคาํศพัท ์และ

เทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร เพื่อแปลงขอ้ความเป็นเวกเตอร์ก่อนนําเขา้สู่โมเดล แต่เน่ืองจาก

โมเดลเหล่าน้ีไม่ได้ออกแบบมาให้รองรบัปัญหาหลายป้ายโดยตรง จงึใช้ไลบราร ีMultiOutputClassifier จาก Scikit-

learn เพื่อแปลงแต่ละโมเดลใหส้ามารถรองรบัการจาํแนกประเภทหลายป้าย (Puttipornchai et al., 2022) โดยไลบราร ี

MultiOutputClassifier จะทําการฝึกโมเดลเดยีวกนัสําหรบัแต่ละป้ายแยกจากกนัอย่างอสิระ ซึ่งทําใหโ้มเดลน้ีสามารถ

ทํานายป้ายและอารมณ์ไดห้ลายประเภทพรอ้มกนั จากนัน้แบ่งชุดขอ้มลูสําหรบัฝึกฝน (Train) และทดสอบ (Test) เป็น

อตัราส่วน 80:20 ฉะนัน้โมเดลวเิคราะหอ์ารมณ์หลายป้ายน้ีจงึม ี6 เทคนิค ไดแ้ก่ 1) LR + BoW 2) LR + TF-IDF 3) RF 

+ BoW 4) RF + TF-IDF 5) SVM + BoW และ 6) SVM + TF-IDF 

การประเมินผล (Model Evaluation) หลงัจากฝึกโมเดลเรยีบรอ้ย จะทําการวดัผลลพัธเ์พื่อประเมนิประสทิธภิาพของ

โมเดล โดยงานวจิยัน้ีไดเ้ลอืกตวัชี้วดัทีนิ่ยมใชก้นัในการทําโมเดลวเิคราะห์อารมณ์หลายป้าย ซึ่งประกอบดว้ย 1) ค่า

ความถูกต้อง (Accuracy) 2) ค่าความแม่นยํา (Precision) 3) ค่าความไว (Recall) และ 4) ค่า F1 (F1-Score) ดงัที่

แสดงรายละเอยีดในสมการที ่4-7 ตามลําดบั 
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การวิเคราะห์เปรียบเทียบผลลพัธแ์ละเลือกโมเดลท่ีดีท่ีสุด โดยเลอืกโมเดลทีม่ค่ีาความถูกตอ้ง ค่าความแม่นยาํ ค่า

ความไว และค่า F1 สงูสุด โดยสามารถดสูรุปวธิดีาํเนินการวจิยัทัง้หมด จากตารางที ่2 

 

ตารางท่ี 2 สรุปวธิดีาํเนินการวจิยัโมเดลวเิคราะหอ์ารมณ์หลายป้ายสาํหรบัรวีวิภาษาไทยของรา้นอาหาร 

Algorithm: Multi-label Sentiment Analysis for Thai Restaurant Reviews 

INPUT: A Thai restaurant review dataset 

OUTPUT: Multi-label sentiment prediction 

1 LOAD dataset (Wongnai Review Dataset)  

2 REMOVE English characters, special symbols, and numbers  

3 REMOVE Thai common words and stopwords  

4 SEGMENT text into sentences 

5 foreach sentence do 

6 TOKENIZE sentence using PyThaiNLP  

7 foreach token in sentence do 

8 FIND Aspect Dimension [Food, Price, Service, Ambience]  

9 if (Aspect is found) then 

10 FIND Sentiment of such Aspect [Positive, Neutral, Negative]  

11 ADD (Aspect, Sentiment) pair to Preprocessed Data 

12 end  

13 end  

14 end 

15 EXTRACT Features using: BoW and TF-IDF 

16 DEFINE MultiOutputClassifier with models: LR, RF and SVM 

17 TRAIN Multi-label Sentiment Analysis Model on Training Data 

18 EVALUATE models using: Accuracy, Precision, Recall and F1-score 

19 COMPARE performance of LR, RF, and SVM models  

20 SELECT best-performing model based on Accuracy, Precision, Recall, and F1-score 

21 END 

 

ผลการวิจยั 

จากผลการทดลอง ฝึกโมเดลเป็นจํานวน 100 รอบ ร่วมกบัค่าควบคุมขอ้มูลสุ่มคอื 42 พบว่า โมเดลที่ใช ้เทคนิคการ

เรยีนรูแ้บบสุ่มป่าไม ้(Random Forest: RF) ร่วมกบั การแปลงขอ้ความดว้ยเทคนิคความถีข่องคาํ-ส่วนกลบัความถี่ของ

เอกสาร (TF-IDF) ใหป้ระสทิธภิาพสงูสุด โดยมคี่าความถูกตอ้ง (Accuracy) สงูถงึ 97.36% ค่าความแม่นยาํ (Precision) 

97.42% ค่าความไว (Recall) 97.36% และค่าคะแนน F1 (F1-score) 97.34% ซึ่งถอืเป็นผลลพัธ์ทีด่ทีีสุ่ดในบรรดาการ

ทดสอบทัง้หมด รองลงมาเป็นคอืโมเดลทีใ่ชก้ารสุ่มป่าไม ้ร่วมกบัเทคนิคคลงัคาํศพัท ์(BoW) และลําดบัทีส่ามคอืโมเดล

ที่ใช้ซพัพอร์ตเวกเตอร์แมชชนี (SVM) ร่วมกบัเทคนิคคลงัคําศพัท์ (BoW) โดยสามารถสรุปเปรยีบเทยีบผลลพัธ์เชงิ

ปรมิาณของแต่ละโมเดลไดด้งัทีแ่สดงในตารางที ่3  

ในส่วนของการทดสอบการใชเ้ทคนิคการแปลงขอ้ความทัง้สองรูปแบบ (TF-IDF และ BoW) ร่วมกนั พบว่าไม่สามารถ

เพิม่ประสทิธภิาพของโมเดลได ้กล่าวคอื ค่าความถูกต้อง (Accuracy) มแีนวโน้มลดลง และค่าความสูญเสยี (Loss) มี
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แนวโน้มเพิม่ขึน้ในแต่ละรอบของการฝึกฝน (Training epoch) ซึง่สะทอ้นถงึปัญหาในการเรยีนรูข้องโมเดลในการแปลง

ขอ้ความเป็นเวกเตอรล์กัษณะทีเ่หมาะสม การรวมกนัของเทคนิคทัง้สองส่งผลใหโ้มเดลเกดิความซบัซอ้นโดยไม่จาํเป็น 

และลดทอนประสทิธภิาพในการเรยีนรูล้กัษณะเฉพาะของขอ้มลูขอ้ความ ดงันัน้ ผูว้จิยัจงึเลอืกดาํเนินการทดสอบโดยใช้

เทคนิคการแปลงขอ้ความแต่ละแบบแยกจากกนั ซึง่ช่วยใหโ้มเดลสามารถเรยีนรูไ้ดอ้ย่างมปีระสทิธภิาพมากยิง่ขึน้ และ

ส่งผลใหไ้ดค้่าประเมนิทีด่กีว่าอย่างชดัเจน 

 

ตารางท่ี 3 เปรยีบเทยีบผลลพัธข์องโมเดลวเิคราะหอ์ารมณ์หลายป้าย 

Vectorizer Model Accuracy Precision Recall F1-Score 

BoW LR 0.9701 0.9708 0.9701 0.9699 

TF-IDF LR 0.9494 0.9511 0.9494 0.9486 

BoW RF 0.9722 0.9728 0.9722 0.9720 

TF-IDF RF 0.9736 0.9742 0.9736 0.9734 

BoW SVM 0.9718 0.9724 0.9718 0.9717 

TF-IDF SVM 0.9616 0.9626 0.9636 0.9634 

 

สรปุและอภิปรายผลการวิจยั 

จากผลการทดลองพบว่าโมเดลวเิคราะห์อารมณ์หลายป้าย (Multi-Label Sentiment Analysis: MLSA) มปีระสทิธภิาพ

สูงกว่าโมเดลวเิคราะห์อารมณ์ป้ายเดี่ยว (Single-Label Sentiment Analysis: SLSA) อย่างมนัียสําคญั โดยเฉพาะใน

บรบิทของรวีวิร้านอาหารทีม่กัประกอบด้วยหลายแง่มุมและสะท้อนอารมณ์หลากหลายภายในขอ้ความเดยีว ซึ่งการ

วเิคราะหอ์ารมณ์ป้ายเดีย่วส่งผลใหเ้กดิการสญูเสยีขอ้มลูและไม่สามารถสะทอ้นความคดิเหน็ทีซ่บัซอ้นไดอ้ย่างครบถ้วน 

ในทางตรงกนัขา้มการวเิคราะห์อารมณ์หลายป้ายสามารถแยกแยะและระบุอารมณ์ในแต่ละแง่มุมไดอ้ย่างชดัเจนและ

ครอบคลุมมากกว่า  

โมเดลทีใ่หผ้ลลพัธด์ทีีสุ่ดในงานวจิยัน้ีคอื โมเดลทีใ่ชก้ารสุ่มป่าไม ้(Random Forest: RF) ร่วมกบัเทคนิคความถีข่องคาํ-

ส่วนกลบัความถี่ของเอกสาร (TF-IDF) ซึ่งให้ค่าประเมนิประสิทธภิาพสูงในทุกมติิ ได้แก่ ความถูกต้อง (Accuracy) 

97.36%, ความแม่นยํา (Precision) 97.42%, ความไว (Recall) 97.36%, และค่า F1-score 97.34% ซึ่งสูงกว่าโมเดล 

ซึ่งสูงกว่าโมเดลการวิเคราะห์อารมณ์ป้ายเดี่ยวที่ดีที่สุดในงานวิจัยก่อนหน้าซึ่งมีค่าทัง้สี่ตัวชี้ว ัดอยู่ที่ 89.96% 

(Khamphakdee & Seresangtakul, 2023)  

จากผลการทดลองน้ีแสดงใหเ้หน็ว่า เทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร (TF-IDF) มคีวามสามารถใน

การช่วยใหโ้มเดลเขา้ใจบรบิทของขอ้ความไดด้กีว่าเทคนิคคลงัคําศพัท ์(BoW) โดยการลดอทิธพิลของคาํทีป่รากฏบ่อย

แต่มคีวามสําคญัตํ่า และเพิม่น้ําหนักใหก้บัคําทีม่คีวามจําเพาะสูง ซึ่งสอดคล้องกบัลกัษณะของขอ้ความรวีวิทีม่กัมคีํา

หลากหลายและมบีรบิทเฉพาะ นอกจากน้ี โมเดลทีใ่ชก้ารสุ่มป่าไม ้(Random Forest: RF) เมื่อเปรยีบเทยีบกบัโมเดล

อื่นๆ ที่ใช้ในการวเิคราะห์อารมณ์หลายป้าย เช่นการถดถอยโลจสิติกส์ (LR) และซพัพอร์ตเวกเตอร์แมชชนี (SVM) 

พบว่า โมเดลที่ใช้การสุ่มป่าไม้ (Random Forest: RF) มีความสามารถที่ดีกว่าในการวิเคราะห์อารมณ์หลายป้าย 

เน่ืองจากสามารถเรียนรู้ลักษณะที่ไม่เป็นเชิงเส้นของข้อมูลได้ดี และมีความทนทานต่อปัญหาโอเวอร์ฟิตติง 

(Overfitting) มากกว่าโมเดลเชงิเส้นโดยทัว่ไป ดงันัน้ จากผลการทดลองทัง้หมดสามารถสรุปได้ว่า การประยุกต์ใช้

โมเดลทีใ่ชก้ารสุ่มป่าไม ้(Random Forest: RF) ร่วมกบัเทคนิคความถี่ของคํา-ส่วนกลบัความถี่ของเอกสาร (TF-IDF) 

ถอืเป็นแนวทางที่มปีระสทิธภิาพสูงสุดในการวเิคราะห์อารมณ์ของรวีวิร้านอาหารภาษาไทย และมศีกัยภาพในการ

ประยุกตใ์ชใ้นงานดา้นการทาํเหมอืงความคดิเหน็ (Opinion Mining) และการประมวลผลภาษาธรรมชาต ิ(NLP) สาํหรบั

ภาษาไทย ไดอ้ย่างมปีระสทิธภิาพในอนาคต 
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