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ABSTRACT 

Missing data in hospital records especially in Intensive Care Units (ICU) and Inpatient Departments (IPD) is a 

common problem that can affect patient care and research accuracy. This study compares ten imputation 

methods, including traditional methods (mean, median, k-NN, MICE, MissForest), a hybrid method 

(HyperImpute), and deep learning (DL) methods (MLPRegressor, AEImputer, MIWAE, GAIN), to evaluate their 

performance in handling missing body weight data. A simulated dataset with 63 features was created under 

controlled conditions, varying across three sample sizes (5,000, 25,000, 50,000), three missingness 

mechanisms (MCAR, MAR, MNAR), and six missingness rates (10% to 60%). Performance was assessed 

using RMSE, MAPE, runtime, and memory usage. The results show that simple methods like mean and median 

still perform well, offering solid baseline performance with minimal resource usage. MissForest and HyperImpute 

offer a good trade-off between accuracy and computational efficiency, making them suitable for moderate 

missingness scenarios. Although widely used, the MICE method showed limited adaptability to non-parametric 

or complex data structures, leading to suboptimal results in several conditions. In contrast, deep learning models 

gave mixed results. DL sometimes performed well but often required intensive hyperparameter tuning and used 

more runtime and memory usage. While AEs method showed stable performance, GAIN was sensitive to both 

missing data patterns and sample sizes, leading to inconsistent outcomes. Overall, while deep learning has 

potential, it comes with challenges such as sensitivity to hyperparameters and high computational demands. In 

many practical cases, traditional or hybrid methods may be more effective and easier to implement. 
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บทคดัย่อ 

การสญูหายของขอ้มลูในเวชระเบยีนโรงพยาบาล โดยเฉพาะในหอผูป่้วยหนัก (ICU) และหอผูป่้วยใน (IPD) เป็นปัญหา

ทีพ่บบ่อยและส่งผลต่อการดูแลผูป่้วยและความถูกต้องของงานวจิยั การศกึษาน้ีเปรยีบเทยีบวธิกีารแทนค่าสูญหาย 10 

วธิ ีไดแ้ก่ วธิแีบบดัง้เดมิ (Mean, Median, k-NN, MICE, MissForest), วธิแีบบผสม (HyperImpute) และวธิแีบบการ

เรยีนรู้เชงิลกึหรอื DL (MLPRegressor, AEImputer, MIWAE, GAIN) โดยใชข้อ้มูลจําลอง 63 ตวัแปร ภายใต้เงื่อนไข

ควบคุม ไดแ้ก่ ขนาดตวัอย่าง 3 ระดบั (5,000, 25,000, 50,000), กลไกการสญูหาย 3 รปูแบบ (MCAR, MAR, MNAR) 

และอตัราการสญูหาย 6 ระดบั (10% ถงึ 60%) โดยประเมนิผลดว้ย RMSE, MAPE, เวลาในการประมวลผล และการใช้

หน่วยความจํา ผลการศึกษาพบว่า Mean และ Median ยังให้ผลลัพธ์ที่ดี พร้อมความเร็วและใช้ทรัพยากรตํ่า 

MissForest และ HyperImpute ใหค้วามแม่นยําทีส่มดุลกบัประสทิธภิาพ เหมาะกบักรณีทีข่อ้มูลสูญหายในระดบัปาน

กลาง วธิทีีนิ่ยมอย่าง MICE กลบัมขีอ้จาํกดักบัชุดขอ้มลูทีเ่ป็น Non-Parametric ทาํใหผ้ลลพัธด์อ้ยกว่าในหลายเงื่อนไข 

ดา้น DL แมบ้างวธิใีหผ้ลลพัธด์ ีแต่ต้องอาศยัการปรบัแต่งพารามเิตอร์อย่างละเอยีด และใชท้รพัยากรมาก โดยวธิกีลุ่ม 

AEs มคีวามเสถยีรทีสุ่ด ส่วน GAIN มคีวามไวต่อรปูแบบขอ้มลูและขนาดตวัอย่าง ใหผ้ลลพัธไ์ม่สมํ่าเสมอ โดยสรุป แม ้

DL จะมศีกัยภาพ แต่ในหลายกรณี วธิดีัง้เดมิหรอืแบบผสมยงัคงเป็นทางเลอืกทีใ่ชง้านไดจ้รงิและคุม้ค่า 

คาํสาํคญั: ค่าสญูหาย, การแทนค่าสญูหาย, โครงขา่ยประสาทเทยีม, การเรยีนรูเ้ชงิลกึ, การแพทย ์

 

ข้อมูลการอ้างอิง: เมธสั ม่วงนาค และ วฐิรา พึง่พาพงศ์. (2568). การศกึษาเปรยีบเทยีบการแทนค่าน้ําหนักสูญหาย

ด้วยวิธีการเรียนรู้เชิงลึกกับวิธีดัง้เดิมด้วยวิธีการจําลองข้อมูลในบริบทของผู้ป่วยในและหอผู้ป่วยหนักภายใน

โรงพยาบาล. Procedia of Multidisciplinary Research, 3(5), 12  



[3] 

บทนํา 

ปัญหาขอ้มูลสูญหาย (Missing Data) ในการวเิคราะห์ขอ้มูล เป็นปัญหาทีพ่บได้ทัว่ไปในหลายบรบิท ซึ่งปัญหาน้ีอาจ

นําไปสู่การประมาณค่าทีม่คีวามผดิพลาด ลดความสามารถในการคาํนวณทางสถติ ิเพื่อลดอคตใินการวเิคราะหแ์ละการ

อนุมาน จงึควรเลอืกใชว้ธิกีารแทนค่าสูญหายอย่างเหมาะสม ในทางการแพทย ์ปัญหาน้ีอาจส่งผลต่อคุณภาพการดแูล

ผูป่้วยและการรกัษาเฝ้าตดิตามทีแ่ม่นยํา ขอ้มูลอย่างน้ําหนักตวั (Body Weight) เป็นขอ้มูลพืน้ฐานทีม่กัจะสูญหายจาก

การเกบ็ขอ้มลูภายในโรงพยาบาล โดยเฉพาะในบรบิทของหอผูป่้วยใน (In-Patient Department; IPD) รวมไปถงึหน่วย

ที่ต้องใชค้วามรวดเร็ว เร่งด่วนในการช่วยเหลอืดูแลผูป่้วยอย่างหน่วยดูแลผูป่้วยทีอ่ยู่ในภาวะวกิฤต (Intensive Care 

Unit; ICU) โดยข้อมูลน้ําหนักนัน้สูญหายได้จากหลากหลายสาเหตุ เช่น ผู้ป่วยไม่สามารถชัง่ได้ ไม่ได้ทําการชัง่

เน่ืองจากเป็นกรณีเร่งด่วน มจีํานวนปรมิาณผู้ป่วยในหน่วยปรมิาณมาก ทําให้เกิดการตกหล่น ทัง้น้ีขอ้มูลน้ําหนักมี

ความจําเป็นทีจ่ะต้องนํามาใช้งานต่อในแง่ของการคํานวณดชันีมวลกาย การคํานวณการใหส้ารน้ํา ปรมิาณยา ความ

ตอ้งการพลงังานและโปรตนี รวมถงึการนําปัจจยัน้ีไปใชใ้นการพฒันาแบบทาํนายพยากรณ์ความเสีย่งอื่นๆ 

วธิกีารแทนค่าสญูหาย (Imputation Methods) ถูกพฒันาและใชอ้ย่างแพร่หลายในบรบิทหลากหลาย ตัง้แต่วธิกีารแบบ

ง่าย เช่น การแทนค่าดว้ยค่าเฉลีย่ (Mean) มธัยฐาน (Median) หรอืฐานนิยม (Mode) ไปจนถงึวธิกีารทีซ่บัซอ้นมากขึน้ 

เช่น k-Nearest Neighbors (k-NN), การถดถอย (Regression), Multiple Imputation by Chained Equations (MICE) 

แต่ละวธิมีจีุดแขง็และขอ้จาํกดัแตกต่างกนั เช่น ความง่ายในการใชง้าน ความสามารถในการรกัษาโครงสรา้งของขอ้มลู 

ความยดืหยุ่นในการจดัการขอ้มูลประเภทต่างๆ โดยในปัจจุบนั การเรยีนรู้เชงิลกึ (Deep Learning; DL) ได้รบัความ

สนใจเพิม่ขึน้ในบรบิทของการแทนค่าสูญหาย เน่ืองจากสามารถเรยีนรู้ความสมัพนัธ์ที่ซบัซ้อนและไม่เป็นเชงิเสน้ใน

ขอ้มลูไดอ้ย่างมปีระสทิธภิาพ ตวัอย่างเช่น Multilayer Perceptron (MLP) ใชโ้ครงขา่ยประสาทเทยีมแบบป้อนหน้าเพื่อ

เรยีนรูก้ารประมาณค่าจากขอ้มูลทีส่งัเกตได ้และวธิใีนรูปแบบทีม่โีครงสรา้งซบัซ้อนเพิม่มากขึน้ อย่าง Autoencoders 

(AEs) และ Generative Adversarial Networks (GANs)  

ในภาพรวม การแทนค่าสูญหายยงัคงเป็นหวัขอ้ทีไ่ดร้บัความสนใจอย่างต่อเน่ือง การศกึษาน้ีมุ่งเน้นการเปรยีบเทยีบ

ระหว่างวธิกีารแบบดัง้เดมิและวธิกีารทีใ่ชก้ารเรยีนรูเ้ชงิลกึ รวมไปถงึการผสมผสานระหว่างวธิตี่างๆ เพื่อเสนอแนวทาง

ทีเ่หมาะสมทีสุ่ดตอ่การใชง้านในบรบิทจรงิของโรงพยาบาล ซึ่งปัญหาขอ้มลูสูญหาย เช่น น้ําหนักตวั เกดิขึน้บ่อยและมี

ผลกระทบต่อการตดิตามการรกัษาและการพยากรณ์ทางคลนิิก การศกึษาน้ีมมีวีตัถุประสงค์เพื่อ 1) ศกึษาเปรยีบเทยีบ

ประสิทธิภาพของวิธีการแทนค่าสูญหายแบบดัง้เดิม (Mean, Median, k-NN, MICE, MissForest) และวิธีแบบ

ผสมผสาน (HyperImpute) กบัวธิกีารแทนค่าสูญหายที่ใช้การเรยีนรู้เชงิลกึ (MLP, AEs, GAIN) 2) เพื่อให้คําแนะนํา

เกีย่วกบักลยุทธก์ารแทนค่าสญูหายทีม่ปีระสทิธภิาพมากทีสุ่ดสาํหรบัขอ้มลูทีส่ญูหายในบรบิทของโรงพยาบาล 

 

การทบทวนวรรณกรรม 

ขอ้มูลทีสู่ญหาย (Missing Data) ขอ้มูลทีสู่ญหายเป็นปัญหาทัว่ไปในงานวจิยัดา้นวทิยาศาสตร์สุขภาพ การแพทย์ และ

การวิเคราะห์ข้อมูลทางคลินิก ซึ่งเกิดขึ้นได้จากหลากหลายสาเหตุ เช่น ความผิดพลาดในการบนัทึก การไม่ตอบ

แบบสอบถาม หรอืการไม่สามารถตรวจวดัค่าได้ในบางกรณี การสูญหายของขอ้มูลอาจมผีลต่อความน่าเชื่อถือและ

ความถูกต้องของการวเิคราะห์เชงิสถติแิละการตดัสนิใจทางคลนิิก กลไกของขอ้มูลทีสู่ญหายสามารถจําแนกไดเ้ป็น 3 

ประเภทหลกั ไดแ้ก่ 1) Missing Completely at Random (MCAR) คอื การทีข่อ้มลูสูญหายโดยไม่ขึน้กบัขอ้มลูใดๆ ทัง้

ที่สงัเกตได้และไม่ได้สงัเกต 2) Missing at Random (MAR) ขอ้มูลสูญหายขึ้นอยู่กบัขอ้มูลที่สงัเกตได้เท่านัน้ และ 3) 

Missing Not at Random (MNAR) คอื การสญูหายทีข่ ึน้อยู่กบัค่าของตวัแปรทีห่ายไปเอง การทาํความเขา้ใจกลไกของ

การสญูหายเป็นสิง่สาํคญัในการเลอืกวธิกีารจดัการทีเ่หมาะสม (Little & Rubin, 2019) 

แม้ว่าน้ําหนักตวัจะเป็นขอ้มูลพื้นฐานทีม่คีวามสําคญัอย่างยิง่ต่อการดูแลรกัษาผู้ป่วย ทัง้ในด้านการคํานวณขนาดยา 

การประเมนิภาวะโภชนาการ และการวางแผนการรกัษาโดยรวม แต่วรรณกรรมวชิาการในช่วง 10 ปีที่ผ่านมาจนถงึ
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ปัจจุบนัชี้ใหเ้หน็อย่างชดัเจนว่า ขอ้มูลน้ําหนักของผูป่้วยมกัสูญหายเป็นจาํนวนมาก โดยเฉพาะในผูป่้วยใน (IPD) และ

ผูป่้วยวกิฤต (ICU) หลกัฐานจากงานวจิยัหลายฉบบั เช่น Charani et al. (2015), Willson et al. (2016), McFall et al. 

(2019) และการวเิคราะหฐ์านขอ้มลูขนาดใหญ่ (เช่น MIMIC-III) ล้วนรายงานสดัส่วนของการสูญหายของขอ้มลูน้ําหนัก

อยู่ในช่วงประมาณ 30-60% โดยเฉลี่ย และในบางบริบทที่มขี้อจํากัด เช่น ผู้ป่วยฉุกเฉินหรอืการรบัเขา้ระบบแบบ

เร่งด่วน อตัรากาสูญหายขอ้มูลอาจสูงถงึ 70-80% ได ้(McFall et al., 2019) ดว้ยเหตุน้ี การแก้ปัญหาการสูญหายของ

ขอ้มลูน้ําหนักจงึเป็นประเดน็สาํคญัทีป่รากฏชดัในวรรณกรรม ทัง้ในแงข่องการพฒันาแนวปฏบิตักิารบนัทกึทีด่ขี ึน้ และ

การประยุกตใ์ชเ้ทคนิคการแทนค่าขอ้มูลสญูหาย (Missing Data Imputation) เพื่อฟ้ืนคนืคุณภาพของชดุขอ้มลูในระดบั

การวจิยัและการดแูลผูป่้วยจรงิ วธิกีารแทนค่าสญูหาย (Imputation Methods) การจดัการขอ้มลูทีส่ญูหายสามารถทาํได้

หลายวิธี โดยจําแนกออกเป็นสองกลุ่มใหญ่ ได้แก่ การลบข้อมูล (Deletion Methods) และการแทนค่าสูญหาย 

(Imputation Methods) วิธีการลบข้อมูล เช่น Listwise Deletion และ Pairwise Deletion แม้จะมีความง่าย แต่ทําให้

ขอ้มลูสญูหายเพิม่เตมิและเกดิความเอนเอยีงได ้

การศกึษาทีเ่กี่ยวขอ้งกบัการเปรยีบเทยีบระหว่าง DL และวธิดีัง้เดมิ อย่างการศกึษาโดย Liu et al. (2023) ไดท้ําการ

ทบทวนอย่างเป็นระบบ (Systematic Review) เกี่ยวกับการแทนค่าสูญหายในข้อมูลสุขภาพ พบว่า DL มักมี

ประสทิธภิาพเหนือกวา่วธิแีบบดัง้เดมิในขอ้มลูทีซ่บัซอ้น แต่มขีอ้จาํกดัดา้นความซบัซอ้นของโมเดลและการตคีวาม (Liu 

et al., 2023) และการศกึษาโดย Sun et al. (2023) เปรยีบเทยีบวธิ ีDL เช่น GAIN และ VAE กบัวธิดีัง้เดมิอย่าง MICE 

และ MissForest ในชุดขอ้มลูจาํลองและชุดขอ้มลูจรงิ พบว่าวธิดีัง้เดมิมกัทาํงานไดด้กีว่าในขอ้มลูขนาดเลก็ถงึปานกลาง 

(น้อยกว่า 30,000 รายการ) ส่วนของวิธีที่ใช้การเรียนรู้เชิงลึกอย่าง VAE และ GAIN นัน้ต้องการการปรับแต่ง 

Hyperparameters อย่างระมดัระวงัและมคีวามไวต่อประเภทของกลไกการสูญหายของขอ้มูล นอกจากน้ี GAIN มกั

ประสบปัญหา Mode Collapse โดยเฉพาะในสถานการณ์ทีข่อ้มลูสญูหายมคีวามซบัซอ้นมากขึน้ (Sun et al., 2023) 

การศกึษาทีเ่กีย่วขอ้งกบัวธิกีารแทนค่าสญูหายทีเ่ป็นทีนิ่ยมและวธิกีารแทนค่าสญูหายทีน่่าสนใจ 

- MICE: ใชโ้มเดลแบบมเีงื่อนไขสําหรบัแต่ละตวัแปร ทําการแทนค่าสูญหายโดยการสรา้งชุดขอ้มลูทีส่มบูรณ์หลายชุด

ขึน้มาแลว้รวมผลลพัธ ์(Van Buuren & Groothuis-Oudshoorn, 2011) 

- MissForest: ใช้อัลกอริทึม Random Forest แบบวนซ้ํา เหมาะสําหรับข้อมูลรูปแบบผสมและไม่จําเป็นต้องปรบั

พารามเิตอรห์รอืใชส้มมตฐิานเกีย่วกบัการแจกแจงขอ้มลู (Stekhoven & Buhlmann, 2012) 

- HyperImpute: รวมความยดืหยุ่นของวธิกีารประมาณค่าแบบวนซ้ํา (Iterative Imputation) เขา้กบัประสทิธภิาพของ

การเลอืกแบบจําลองอตัโนมตั ิ(AutoML) เลอืกโมเดลทีเ่หมาะสมสําหรบัแต่ละตวัแปร และสามารถจดัการการแทนค่า

สญูหายแบบปรบัตวัได ้(Jarrett et al., 2022) 

- MIWAE: โมเดลในกลุ่ม AEs ทีป่ระยุกตใ์ช ้Deep Latent Variable Models และ Importance Sampling เพื่อเพิม่ความ

แม่นยาํและสามารถประเมนิความไม่แน่นอนได ้(Mattei & Frellsen, 2019) 

- GAIN: โมเดลในกลุ่ม GANs ทีป่ระกอบดว้ย Generator และ Discriminator ทีจ่ะพยายามแยกแยะระหว่างค่าทีแ่ทจ้รงิ 

(สงัเกตได)้ และค่าทีป่ระมาณ โดย GAIN ทําการเพิม่ Hint Mechanism ทีจ่ะใหข้อ้มลูบางส่วนกบั Discriminator ทําให้

มัน่ใจว่า Generator ไดร้บัขอ้มลูยอ้นกลบัทีม่เีป้าหมาย นําไปสู่การแทนค่าสูญหายทีม่ปีระสทิธภิาพดมีากขึน้ (Yoon et 

al., 2018) 

สมมติฐานการวิจยั 

1) วธิกีารทีใ่ชก้ารเรยีนรูเ้ชงิลกึจะมปีระสทิธภิาพดกีว่าวธิกีารแบบดัง้เดมิและวธิแีบบผสมผสานในการแทนค่าน้ําหนัก

สญูหาย โดยเฉพาะในกรณีทีม่จีาํนวนขอ้มลูผูป่้วยปรมิาณมาก 

2) ประสทิธภิาพของวธิกีารทัง้หมดจะลดลงเมื่อมอีตัราข้อมูลสูญหายที่เพิม่ขึ้น แต่วธิกีารที่ใช้การเรยีนรู้เชงิลกึจะมี

ประสทิธภิาพทีค่งทนมากกว่าเมื่อมอีตัราขอ้มลูสญูหายมาก 
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3) วธิกีารแบบดัง้เดมิจะมปีระสทิธภิาพในการประหยดัทรพัยากรการคาํนวณมากกว่าวธิแีบบผสมผสานและวธิกีารทีใ่ช้

การเรยีนรู้เชงิลกึ เมื่อเปรยีบเทยีบที่ระดบัจํานวนข้อมูลผู้ป่วย กลไกการสูญหายเดยีวกันและอตัราข้อมูลสูญหายที่

เท่ากนั 

 

วิธีดาํเนินการวิจยั 

การวจิยัครัง้น้ีเป็นการวจิยัเชงิเปรยีบเทยีบ (Comparative Study) โดยใชก้ารจําลองขอ้มลู (Simulation Data) ภายใต้

บรบิทของโรงพยาบาล (IPD-ICU) ทาํการจาํลองขอ้มลูต่างๆ โดยอา้งองิจากการศกึษาทีเ่กีย่วขอ้งกบัฐานขอ้มลู MIMIC-

III (Johnson et al., 2016) ซึง่เป็นฐานขอ้มลูสาธารณะทีไ่ดร้บัการอา้งองิสงู ประกอบดว้ยขอ้มลูผูป่้วย ICU ทีค่รอบคลุม

หลากหลายด้าน และใช้ในงานวจิยัหลากหลายสาขา เช่น การทํานายพยากรณ์โรค การวเิคราะห์คลนิิก (Dai et al., 

2020) และทําการอ้างอิงตัวแปรทางห้องปฏิบตัิการเพิ่มเติมจากการศกึษาของ Sharafoddini et al. (2019) ซึ่งเป็น

ความเหน็จากจากแพทยแ์ละผูเ้ชีย่วชาญ และเสรมิตวัแปรทีอ่าจมอีทิธพิลบางตวัตามความเหมาะสม (Sharafoddini et 

al., 2019) โดยปัจจยัทัง้หมด 63 ปัจจยั แบ่งเป็น 4 กลุ่มหลกั ไดแ้ก่ ขอ้มลูประชากรศาสตร ์(เพศ อายุ น้ําหนัก ส่วนสงู) 

ขอ้มลูทางคลนิิก (จาํนวนวนัใน ICU จาํนวนวนัใน IPD สถานะงดน้ํางดอาหาร สถานะผูป่้วยตดิเตยีง กลุ่มโรค) สญัญาณ

ชพี (ค่าความดนัโลหติ อุณหภูม ิชพีจร การหายใจ) และขอ้มลูทางหอ้งปฏบิตักิารต่างๆ 

แผนผงัภาพรวมการทาํงาน 

 
ภาพท่ี 1 แผนผงัภาพรวมการทาํงาน 

 

ใชก้ารจาํลองการสญูหายดว้ยโปรแกรมภาษา R โดยใชแ้พก็เกจ “produce_NA” (Albu et al., 2024) ทาํการจาํลองการ

สูญหาย ในชุดขอ้มูลตามกลไกการสูญหายของขอ้มูล 3 รูปแบบทีแ่ตกต่างกนั ได้แก่ MCAR, MAR และ MNAR โดย

อตัราการสญูหายถูกปรบัระหว่าง 10% ถงึ 60% เพื่อจาํลองสถานการณ์การสญูหายของขอ้มลูในโลกความเป็นจรงิทีม่กั

พบในสภาพแวดลอ้มทางคลนิิก โดยมรีายละเอยีดการใชง้านและการปรบัแต่งดงัแสดงในตารางที ่1 
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ตารางท่ี 1 การจาํลองกลไกการสญูหายและอตัราการสญูหาย 

กลไกการสญูหาย การปรบัแต่ง 

ปรบักลไกการสูญหาย ปรบัอตัราการสญูหาย เพ่ิมเติม 

MCAR mechanism = "MCAR" perc.missing = 0.1, 0.2, 

0.3, 0.4, 0.5, 0.6 

ไม่ม ี

MAR mechanism = "MAR" ใช ้idx.covariates 

MNAR mechanism = "MNAR" ใช ้self.mask = "sym" 

 

ในการศกึษาครัง้น้ีผูศ้กึษาวจิยัไดใ้ชท้ัง้วธิกีารดัง้เดมิ วธิแีบบผสมผสานและวธิกีารทีใ่ชก้ารเรยีนรูเ้ชงิลกึในการแทนค่า

สูญหาย โดยเลือกวิธเีหล่าน้ีจากการทบทวนวรรณกรรม แต่ละวิธมีคีวามสามารถในการจดัการรูปแบบขอ้มูลที่สูญ

หายไปทีแ่ตกต่างกนั ดําเนินการแทนค่าสูญหายดว้ยโปรแกรมภาษา Python โดยวธิกีารแทนค่าสูญหายทีใ่ชก้ารศกึษา

ทัง้หมดดงัแสดงในตารางที ่2 

 

ตารางท่ี 2 แสดงภาพรวมของวธิกีารแทนค่าสญูหายทีใ่ชใ้นการศกึษา 

วิธีการแทนค่าสูญหาย Python Library การปรบัแต่ง 

Mean Scikit-Learn SimpleImputer: strategy='mean' 

Median Scikit-Learn SimpleImputer: strategy='median' 

k-NN Scikit-Learn KNNImputer: n_neighbors = 5 

MICE HyperImpute Imputers().get(mice) 

MissForest HyperImpute Imputers().get(missforest) 

HyperImpute HyperImpute Imputers().get(hyperimpute) 

MLPRegressor Scikit-Learn ใช ้MLPRegressor 

AEImputer AEImputer ใช ้AEImputer 

MIWAE HyperImpute Imputers().get(miwae) 

GAIN HyperImpute Imputers().get(gain) 

 

สําหรบัตวัชี้วดัการประเมนิผล ประสทิธภิาพของวธิกีารแทนค่าสูญหายถูกประเมนิโดยใชต้วัชี้วดัต่อไปน้ี 1) ค่า Root 

Mean Squared Error (RMSE) วดัรากทีส่องของค่าเฉลีย่ของความแตกต่างยกกําลงัสองระหว่างค่าทีส่งัเกตไดแ้ละค่าที่

คาดการณ์ RMSE ที่ตํ่ากว่าหมายถึงประสิทธภิาพการแทนค่าสูญหายที่ดีกว่า เน่ืองจากสะท้อนถึงความเบี่ยงเบน

ระหว่างค่าจรงิและค่าทีค่าดการณ์ทีน้่อยลง 2) ค่า Mean Absolute Percentage Error (MAPE) แสดงถึงค่าเฉลี่ยของ

ความแตกต่างสมับูรณ์ในเชงิเปอร์เซ็นต์ระหว่างค่าทีส่งัเกตได้และค่าทีค่าดการณ์ โดยเป็นค่าทีป่กติแล้วใช้ในการวดั

ขอ้ผดิพลาดของการแทนค่าสญูหาย ค่า MAPE ทีต่ํ่ากว่าหมายถงึประสทิธภิาพทีด่กีว่าในการรกัษาสดัส่วนโดยรวมของ

ข้อมูล ในแง่ของทรัพยากรการคํานวณ ทําการติดตาม 3) เวลาที่ใช้ในการฝึกฝนและแทนค่าสูญหายและ 4) 

หน่วยความจําที่ใช้ของวิธีการแทนค่าสูญหายทุกวิธี โดยใช้ไลบรารี 'time' ในการติดตามระยะเวลา และไลบรารี 

'tracemalloc' ในการติดตามปริมาณหน่วยความจําที่ใช้งาน สําหรับการสรุปผลการวิเคราะห์ข้อมูล ใช้ไลบรารี 

'Matplotlib' ในการสร้างภาพขอ้มูล (Data Visualization) เพื่อเปรยีบเทยีบประสทิธภิาพของแต่ละวธิกีารแทนค่าสูญ

หาย และจดัทําตารางเพื่อทาํการสรุปและเปรยีบเทยีบขอ้ดแีละขอ้จาํกดัของวธิกีารแทนค่าสูญหายทัง้แบบดัง้เดมิ แบบ

ผสมผสาน และแบบวธิกีารเรยีนรู้เชงิลกึ ทัง้น้ีเพื่อเป็นขอ้เสนอแนะและแนวทางสําหรบันักวจิยัและผู้ปฏิบตัิงานทาง

คลนิิกเกีย่วกบัการเลอืกใชว้ธิกีารแทนค่าสญูหายในบรบิทของโรงพยาบาล 
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ผลการวิจยั 

การศกึษาน้ีประเมนิประสทิธภิาพของวธิกีารประมาณค่าขอ้มูลสญูหาย โดยวดัจากค่าความแม่นยาํของการประมาณค่า 

(RMSE และ MAPE) รวมทัง้เวลาและหน่วยความจําทีใ่ชใ้นการประมวลผล ภายใต้สถานการณ์ทีแ่ตกต่างกนัทัง้ในแง่

ของกลไกขอ้มูลสูญหาย (MCAR, MAR, MNAR) ขนาดตวัอย่าง (5,000; 25,000; 50,000) และระดบัการสูญหายของ

ขอ้มลูทีแ่ตกต่างกนั (ตัง้แต่ 10% ถงึ 60%) โดยผลการวเิคราะหแ์สดงดงัภาพที ่2, 3, 4, และ 5 

 
ภาพท่ี 2 แสดงผลลพัธ ์RMSE ทัง้ 3 กลไกการสญูหายทีชุ่ดขอ้มลู 5,000, 25,000 และ 50,000 

 
ภาพท่ี 3 แสดงผลลพัธ ์MAPE ทัง้ 3 กลไกการสญูหายทีชุ่ดขอ้มลู 5,000, 25,000 และ 50,000 
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ภาพท่ี 4 แสดงผลลพัธ ์Time (s) ทัง้ 3 กลไกการสญูหายทีชุ่ดขอ้มลู 5,000, 25,000 และ 50,000 

 

 
ภาพท่ี 5 แสดงผลลพัธ ์Memory Usage (MB) ทัง้ 3 กลไกการสญูหายทีชุ่ดขอ้มลู 5,000, 25,000 และ 50,000 
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ภาพรวมผลลพัธด้์านความแม่นยาํ 

จากภาพที่ 2 และ 3 พบว่า ค่าของ RMSE และ MAPE มแีนวโน้มเพิม่สูงขึ้นอย่างต่อเน่ืองเมื่อระดบัการสูญหายของ

ขอ้มูลเพิม่สูงขึน้ แสดงถงึความยากทีม่ากขึน้ในการประมาณค่าขอ้มลูทีแ่ม่นยาํเมื่อขอ้มูลสูญหายไปในสดัส่วนทีส่งูขึน้ 

โดยวธิกีารแทนค่าสูญหายแบบดัง้เดมิ (Mean, Median) และวธิทีีซ่บัซ้อนมากขึน้อย่าง MissForest และ HyperImpute 

รวมไปถงึวธิกีารเรยีนรูเ้ชงิลกึอย่าง AEImputer สามารถแสดงประสทิธภิาพทีด่แีละมคีวามเสถยีรอย่างต่อเน่ือง โดยมี

ค่า RMSE ค่อนขา้งตํ่าในทุกกลไกขอ้มูลสูญหายทีท่ดสอบ ในทางตรงกนัขา้ม วธิทีีม่คีวามนิยมอย่าง MICE ใหผ้ลลพัธ ์

ทีไ่ม่ดเีท่าทีค่วรเมื่อเทยีบเท่ากบัวธิอีื่นๆ ในกลุ่มวธิดีัง้เดมิ ในขณะทีว่ธิกีารเรยีนรูเ้ชงิลกึบางวธิแีมจ้ะมศีกัยภาพในเชงิ

ทฤษฎทีีด่ ีแต่ในทางปฏบิตัมิคีวามไวต่อการเปลีย่นแปลงของลกัษณะขอ้มลู ทาํใหป้ระสทิธภิาพทีไ่ดม้คีวามผนัผวนและ

ไม่แสดงถงึขอ้ไดเ้ปรยีบทีช่ดัเจนเมื่อเทยีบกบัวธิทีีเ่รยีบงา่ยกว่า 

ภาพรวมผลลพัธด์า้นการตดิตามทรพัยากรการคาํนวณ 

จากภาพที ่4 และ 5 วธิกีารทางสถติแิบบดัง้เดมิ (Mean, Median) มปีระสทิธภิาพสูงในดา้นการใชท้รพัยากร ไดแ้ก่ ใช้

เวลาน้อยมาก (ระดับมิลลิวินาที) และใช้หน่วยความจําน้อยที่สุด (<1 MB) ทําให้เหมาะสมกับการใช้งานใน

สถานพยาบาลจริงที่มีขอ้จํากดัด้านทรพัยากร ในทางตรงข้าม วิธีการที่มีความซับซ้อนมากขึ้น เช่น k-NN, MICE, 

MissForest และ HyperImpute ต้องใช้เวลาประมวลผลและหน่วยความจําสูง โดยเฉพาะในขอ้มูลขนาดใหญ่ วธิกีาร

เรยีนรูเ้ชงิลกึ เช่น AEImputer และ MIWAE มกีารใชเ้วลาหลายรอ้ยถงึพนัวนิาท ีและหน่วยความจําหลายสบิถงึหลาย

รอ้ยเมกะไบต์ ในขณะที ่GAIN แมจ้ะมปีระสทิธภิาพในแงก่ารประหยดัทรพัยากรการคํานวณค่อนขา้งดกีว่า แต่กย็งัใช้

ทรพัยากรสงูกว่าแบบดัง้เดมิ 

 

สรปุและอภิปรายผลการวิจยั 

จากผลการศกึษาเปรยีบเทยีบการแทนค่าน้ําหนักสูญหายดว้ยวธิกีารเรยีนรูเ้ชงิลกึกบัวธิดีัง้เดมิดว้ยวธิกีารจาํลองขอ้มลู

ในบรบิทของผูป่้วยในและหอผูป่้วยหนักภายในโรงพยาบาลน้ีสามารถอภปิรายผลได ้ดงัน้ี 

วธิแีทนค่าสูญหายแบบดัง้เดมิ เช่น วธิกีารแทนค่าดว้ยค่าเฉลี่ย (Mean), ค่ามธัยฐาน (Median) และวธิ ีk-NN มคีวาม

แม่นยําทีค่งทีแ่ละสมํ่าเสมอในทุกสถานการณ์ของขอ้มลูทีส่ญูหาย โดยเฉพาะอย่างยิง่ วธิ ีMean และ Median สามารถ

รักษาระดับ RMSE และ MAPE ที่ค่อนข้างตํ่าได้ แม้ในสภาวะที่มีข้อมูลสูญหายระดับสูง (40%-60%) อีกทัง้ยังมี

ความเรว็ในการประมวลผลทีสู่งมาก (ระดบัมลิลวินิาท)ี และมกีารใชห้น่วยความจําตํ่ามาก (น้อยกว่า 1 MB) ทําใหว้ธิี

เหล่าน้ีเหมาะสมกบัการใชง้านในสภาพแวดล้อมทางคลนิิกทีต่อ้งการผลลพัธอ์ย่างรวดเรว็ ส่วนวธิ ีk-NN แมดู้เรยีบงา่ย 

แต่กลบัใชห้น่วยความจาํสงูมาก เมื่อขนาดของตวัอย่างขอ้มลูเพิม่ขึน้ ซึง่อาจเป็นปัญหาในการใชง้านกบัชุดขอ้มลูขนาด

ใหญ่ในชวีติจรงิ เช่นเดยีวกบัที่ Psychogyios และคณะ (2022) ได้กล่าวถึงขอ้จํากดัในการขยายขนาด (Scalability) 

ของวธิกีารเรยีนรู้แบบง่าย ทําให้ต้องคํานึงถึงการแลกเปลี่ยนระหว่างความแม่นยําและการใช้ทรพัยากรในแต่ละวิธี 

(Psychogyios et al., 2022) 

ในทางตรงกนัขา้ม MICE และ MissForest แมจ้ะมคีวามแม่นยาํโดยทัว่ไปค่อนขา้งสงู แต่กลบัมกีารใชท้รพัยากรในการ

ประมวลผลสงูมาก ทัง้ในดา้นของเวลาและหน่วยความจาํ ตวัอยา่งเช่น วธิ ีMICE ใชห้น่วยความจาํสงูถงึ 150 MB หรอื

มากกว่า ในตวัอย่างขนาดเลก็ และใชเ้วลาคํานวณทีน่านอย่างชดัเจนในกรณีทีต่วัอย่างใหญ่ขึน้หรอืขอ้มูลมอีตัราการ

สูญหายสูง ซึ่งสอดคล้องกบัการศกึษา CALIBER ก่อนหน้าน้ี โดย Shah et al. (2014) ว่า MissForest ที่ประมาณค่า

ด้วยอลักอรทิมึ Random Forest มคีวามสามารถจบัความไม่เป็นเชงิเส้นและปฏิสมัพนัธ์ได้ดมีากกว่าวธิกีารที่ใชก้าร

ถดถอยทีง่า่ยกว่า (MICE) จงึมคีวามยดืหยุ่นกวา่ ทาํงานไดด้กีว่าวธิแีบบพารามเิตอรล์ว้น (Shah et al., 2014) และจาก

ผลลัพธ์จากการศึกษาน้ียืนยันว่า เมื่อพิจารณา 2 วิธีน้ี แลกเปลี่ยนในแง่ความแม่นยําและการใช้ทรัพยากรแล้ว 

MissForest เป็นวธิกีารแทนค่าสูญหายทีด่กีว่า MICE ชดัเจน นอกจากน้ียงัมคีวามน่าสนใจในการนําไปใชง้านต่อยอด
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ในการพฒันาแบบทาํนายพยากรณ์ อย่างการศกึษา Framingham Heart Study โดย Psychogyios et al. (2022) ใชชุ้ด

ขอ้มลู Framingham เพื่อเปรยีบเทยีบกลยุทธก์ารประมาณค่าทีส่ญูหายต่างๆ สาํหรบัทาํนายความเสีย่งโรคหวัใจ 

พบว่าวิธีที่ MissForest มีประสิทธิภาพ F1-scores ที่ดีกว่า k-NN และ GAIN (Psychogyios et al., 2022) และอีก

การศกึษาโดย Li และคณะ (2024) ทาํการประเมนิอลักอรทิมึการประมาณค่าทีส่ญูหายแปดวธิ ีในชุดขอ้มลูโรคหวัใจใน

โลกแห่งความเป็นจรงิ โดยสรุปว่า Random Forest และ k-NN ใหป้ระสทิธภิาพทีเ่หนือกวา่วธิอีื่นๆ ทัง้ในแงข่อง RMSE 

และ AUC (Li et al., 2024) สาํหรบัวธิผีสมผสานอย่าง HyperImpute ทีม่ทีฤษฎรีองรบัทีน่่าสนใจ ใหผ้ลลพัธใ์นภาพรวม

ทีค่่อนขา้งดเีช่นกนั สามารถทํางานไดด้ใีนช่วงอตัราการสูญหาย 10-30% แต่เมื่ออตัราการสญูหายสูงขึน้กเ็ริม่มคีวาม

แปรปรวนมากขึน้ และมขีอ้จาํกดัในแงข่องการใชท้รพัยากรทัง้เวลาและหน่วยความจาํทีค่่อนขา้งสงู  

ในส่วนของวธิกีารเรยีนรู้เชงิลกึ เช่น AEImputer, MIWAE และ GAIN พบผลลพัธ์ที่หลากหลาย แม้วธิเีหล่าน้ีจะมขีอ้

ได้เปรียบในเชิงทฤษฎีจากความสามารถในการเรียนรู้โครงสร้างข้อมูลที่ซับซ้อน แต่ในทางปฏิบัติกลับพบว่า

ประสิทธิภาพมีความแปรปรวน ไม่สมํ่าเสมอและไม่ได้เหนือกว่าวิธีแบบดัง้เดิมอย่างชัดเจน โดยเฉพาะวิธี 

MLPRegressor ที่ให้ผลลพัธ์ไม่ดเีท่าที่ควร โดยเฉพาะในขอ้มูลที่มอีตัราสูญหายสูงและตวัอย่างขนาดเล็ก ซึ่งอาจมี

สาเหตุมาจากการปรบัแต่งค่า Hyperparameters ไดไ้ม่ดพีอ นอกจากน้ีวธิกีลุ่มน้ียงัต้องใชท้รพัยากรในการคํานวณสงู

มาก ซึ่งทําให้การประยุกต์ใช้งานจริงในสภาพแวดล้อมทางคลินิกที่จํากัดด้วยทรัพยากรไม่เหมาะสม ผลลัพธ์น้ี

สอดคล้องกับบททบทวนจาก Liu et al. (2023) และ Sun et al. (2023) ที่ชี้ให้เห็นว่าวิธีการเรียนรู้เชิงลึกไม่ได้ให้

ผลลพัธท์ีด่กีว่าวธิที ัว่ไปอย่างสมํ่าเสมอ โดยเฉพาะเมื่อจาํนวนตวัอย่างน้อยหรอืมขีอ้มลูสญูหายสงู 

ข้อเสนอแนะท่ีได้รบัจากการวิจยั 

จากผลการศกึษาเปรยีบเทยีบการแทนค่าน้ําหนักสูญหายดว้ยวธิกีารเรยีนรูเ้ชงิลกึกบัวธิดีัง้เดมิดว้ยวธิกีารจาํลองขอ้มลู

ในบรบิทของผูป่้วยในและหอผูป่้วยหนักภายในโรงพยาบาล ผูว้จิยัมขีอ้เสนอแนะ ดงัน้ี 

1) วธิกีารประมาณค่าขอ้มลูสญูหายแบบดัง้เดมิ อย่าง Mean และ Median แสดงใหเ้หน็ถงึประสทิธภิาพทีม่คีวามเสถยีร 

แม่นยํา และประหยดัทรพัยากรในการจดัการขอ้มูลน้ําหนักตวัทีห่ายไปในขอ้มูลบรบิทของผูป่้วยในและหอผูป่้วยหนัก

ภายในโรงพยาบาลทีจ่าํลองขึน้  

2) วิธีอย่าง MissForest ซึ่งสามารถแลกเปลี่ยนระหว่างประสิทธิภาพและทรพัยากรการคํานวณได้ดี และจากการ

ทบทวนวรรณกรรมพบว่าวธิน้ีีนัน้ส่งผลถงึประสทิธภิาพของแบบทาํนายพยากรณ์ความเสีย่งต่างๆ ดว้ย จงึถอืเป็นอกีวธิี

ทีม่คีวามน่าสนใจในการใชง้านและพฒันาต่อยอด นอกจากน้ีความก้าวหน้าของวธิกีารแบบผสมผสาน ซึ่งรวมจุดเด่น

ด้านความสามารถในการตีความและประสทิธภิาพของวธิกีารแบบดัง้เดมิเขา้กบัโมเดลของเทคนิคการเรยีนรู้เชงิลกึ 

อย่าง HyperImpute, RF-GAIN ถอืเป็นโอกาสสาํคญัในการปรบัปรุงความแม่นยาํและความน่าเชื่อถอืในการประมาณค่า

ขอ้มลูสญูหายต่อไปในอนาคต 

3) วธิกีารแทนค่าสูญหายแบบใดมกัใชไ้ดด้ทีีสุ่ดนัน้ขึน้อยู่กบัขนาดตวัอย่าง กลไกการสูญหายของขอ้มลู และอตัราการ

สญูหาย โดยภาพรวมขอ้สรุปและคาํแนะนําทัง้หมดดงัแสดงในตารางที ่3 

 

ตารางท่ี 3 แสดงขอ้สรุปและคาํแนะนําสาํหรบัวธิกีารแทนค่าสญูหายทีเ่หมาะสมกบักลไกและอตัราการสญูหาย 

วิธีการประมาณค่า ขนาดตวัอยา่ง กลไกการสญูหาย อตัราการสญูหาย 

Mean ทุกขนาด MCAR, MAR, MNAR ทุกอตัราการสญูหาย 

Median ทุกขนาด MCAR, MAR, MNAR ทุกอตัราการสญูหาย 

k-NN เลก็ MCAR, MAR, MNAR ตํ่า (10-20%) 

MICE เลก็ถงึกลาง MAR ตํ่า-กลาง (10-40%) 

MissForest ทุกขนาด MCAR, MAR, MNAR ทุกอตัราการสญูหาย 

HyperImpute ทุกขนาด MAR ตํ่า-กลาง (10-40%) 
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วิธีการประมาณค่า ขนาดตวัอยา่ง กลไกการสญูหาย อตัราการสญูหาย 

MLPRegressor กลางถงึใหญ ่ MAR ตํ่า-กลาง (10-40%) 

AEImputer กลางถงึใหญ ่ MCAR, MAR, MNAR กลาง-สงู (30-60%) 

MIWAE กลางถงึใหญ ่ MCAR, MAR, MNAR กลาง-สงู (30-60%) 

GAIN กลางถงึใหญ ่ MAR, MNAR ตํ่า-กลาง (10-40%) 

 

ข้อเสนอแนะในการวิจยัครัง้ต่อไป 

1) ทศิทางสําหรบัการวจิยัต่อไปควรมุ่งเน้นไปทีก่ารตรวจสอบความถูกต้องและความน่าเชื่อถอืของผลการศกึษาน้ีโดย

การใชข้อ้มลูจากโรงพยาบาลจรงิ ซึง่จะทาํใหส้ามารถประเมนิประสทิธภิาพและความเหมาะสมของแต่ละวธิกีารไดอ้ย่าง

แม่นยาํมากขึน้ นอกจากน้ี ควรศกึษาเพิม่เตมิเกีย่วกบัผลกระทบของวธิกีารประมาณค่าทีม่ตี่อการวเิคราะหต์่อยอด เช่น 

การสร้างแบบทํานายพยากรณ์ หรือการสนับสนุนการตัดสินใจทางคลินิก เพื่อให้สามารถเข้าใจถึงประโยชน์และ

ขอ้จาํกดัของวธิกีารแต่ละประเภทเมื่อประยุกตใ์ชง้านจรงิ 

2) ยิง่ไปกว่านัน้ จากแนวทางการศกึษาล่าสุดทีแ่นะนําวธิกีารแบบผสมผสานซึ่งผนวกขอ้ดขีองวธิทีางสถติแิบบดัง้เดมิ

กบัวธิกีารเรยีนรูเ้ชงิลกึ เช่น HyperImpute (Jarrett et al., 2022) ทีส่ามารถเลอืกโมเดลทีเ่หมาะสมอตัโนมตั ิRF-GAIN 

ทีท่าํการรวม Random Forest เขา้กบั GANs (Ou et al., 2024) และ MIVAE ทีนํ่าหลกัการ Variational Autoencoders 

มาใชร่้วมกบัการประมาณค่าหลายครัง้ (Ma et al., 2023) ถอืเป็นแนวทางทีค่วรศกึษาและประเมนิประสทิธภิาพอย่าง

ละเอยีด เพื่อเพิม่ประสทิธภิาพในการประมาณค่าขอ้มลูสญูหายในอนาคต 

3) ท้ายสุดน้ี การศกึษาเพิม่เติมเกี่ยวกบัการจดัการขอ้มูลสูญหายที่เกิดจากกลไกที่ผสมผสานหลายรูปแบบ (Mixed 

Missingness Mechanisms) จะช่วยเสรมิสร้างความแขง็แกร่งและเพิม่ความน่าเชื่อถือของวธิกีารประมาณค่าเมื่อถูก

นําไปใชก้บัขอ้มลูทางคลนิิกทีม่คีวามซบัซอ้นสงู 
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