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ABSTRACT

The objective of this research is to develop the model for interval call forecasting for a call center service
company. Call center service company is the main contact point for customer service channel to serve many
requirements including enquiries, suggestions, and any cases solving. The company needs to plan the call
center agent workforce to match with expected incoming call. Sometimes, the plan needs to change according
to unmet between actual incoming calls and forecasting. The current forecasting method can potentially be
improved since it has low accuracy and can’t re-forecast on a daily basis. This research proposes the model
to better forecast interval incoming call with the objective to forecast call after 10 am of the day to support
workforce management during the day. The model concept is to do clustering then forecast both the patterns
and number of calls. In conclusion, the model has MAPE at 20.8% which is a lot lower than the company’s
current method with MAPE at 52.7%.
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