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ABSTRACT 

The objective of this research is to develop the model for interval call forecasting for a call center service 

company. Call center service company is the main contact point for customer service channel to serve many 

requirements including enquiries, suggestions, and any cases solving. The company needs to plan the call 

center agent workforce to match with expected incoming call. Sometimes, the plan needs to change according 

to unmet between actual incoming calls and forecasting. The current forecasting method can potentially be 

improved since it has low accuracy and can’t re-forecast on a daily basis. This research proposes the model 

to better forecast interval incoming call with the objective to forecast call after 10 am of the day to support 

workforce management during the day. The model concept is to do clustering then forecast both the patterns 

and number of calls. In conclusion, the model has MAPE at 20.8% which is a lot lower than the company’s 

current method with MAPE at 52.7%. 

Keywords: Call Center, Interval Call Forecasting, Machine Learning 

 

CITATION INFORMATION: Prapharut, K. (2024). A Forecasting Model for Half-Hourly Inbound Call Volume in 

a Call Center Service. Procedia of Multidisciplinary Research, 2(5), 30 

 

  



[2] 

การพยากรณ์จาํนวนสายโทรศพัทเ์ข้าของศนูยบ์ริการข้อมลูทางโทรศพัท์

แบบรายครึ่งชัว่โมง 
 

กฤตชญา ประภารตัน์1 

1 คณะวศิวกรรมศาสตร ์จุฬาลงกรณ์มหาวทิยาลยั; kritchaya.ph@gmail.com 

 

บทคดัย่อ 

การวจิยันี้มวีตัถุประสงคเ์พือ่ศกึษาโมเดลทีเ่หมาะสมสาํหรบัการพยากรณ์จาํนวนสายโทรศพัทเ์ขา้ของศนูยบ์รกิารขอ้มลู 

ทางโทรศพัทแ์บบรายครึง่ชัว่โมง โดยศูนยบ์รกิารขอ้มลูทางโทรศพัท ์หรอื Call Center มบีทบาทเป็นศูนยร์วมสายโทร

เขา้และโทรออกของธุรกจิ ซึ่งเป็นช่องทางสําคญัในการตอบสนองความต้องการของลูกคา้ ไม่ว่าจะเป็นการสอบถาม

ขอ้มลู การขอคาํแนะนํา หรอืแกปั้ญหาต่างๆ ศนูยบ์รกิารขอ้มลูทางโทรศพัทจ์งึมกีารจดัวางแผนกาํลงัคนรบัสาย เพือ่ให้

สอดคลอ้งกบัปรมิาณสายโทรศพัทท์ีค่าดว่าจะเขา้มา แต่ในบางครัง้การวางแผนจดักําลงัคนรบัสายอาจต้องมกีารปรบั

ระหว่างวนั เนื่องจากจํานวนสายโทรเขา้อาจมจีํานวนมากกว่าหรอืน้อยกว่าทีค่าดการณ์ไว ้ซึ่งวธิกีารเดมิทีบ่รษิทัใชใ้น

การคํานวน อาจมคีวามคลาดเคลื่อน และไม่สามารถปรบัตวัเลขไดภ้ายในระยะเวลาอนัสัน้ งานวจิยันี้จงึนําเสนอการ

พยากรณ์จํานวนสายโทรศพัท์เข้าของศูนย์บรกิารข้อมูลทางโทรศพัท์แบบรายครึ่งชัว่โมง โดยมีวตัถุประสงค์เพื่อ

พยากรณ์ปรมิาณสายการโทรเขา้ช่วงหลงั 10 น. เพื่อช่วยใหฝ่้ายวางแผนกําลงัคนเหน็แนวโน้มปรมิาณสายทีค่าดว่าจะ

เขา้มา และตดัสนิใจปรบัแผนการจดักําลงัคนไดอ้ย่างทนัท่วงท ีโดยโมเดลจะจดักลุ่มและพยากรณ์รูปแบบการกระจาย

ตวัของปรมิาณสายโทรเขา้ และพยากรณ์จาํนวนสายทีค่าดว่าจะเขา้มา โดยผลการทดลองพบว่า โมเดลทีพ่ฒันาขึน้มา 

มคีวามแม่มยํามากกว่าวธิกีารคํานวนเดมิของบรษิทั โดย MAPE ของโมเดลทีพ่ฒันาขึน้อยู่ที ่20.8% ซึ่งดกีว่าวธิกีาร

ของบรษิทัซึง่ MAPE อยูท่ี ่52.7% 

คาํสาํคญั: ศูนยบ์รกิารขอ้มูลทางโทรศพัท,์ การพยากรณ์จํานวนสายโทรศพัทเ์ขา้แบบรายครึง่ชัว่โมง, การเรยีนรูข้อง

เครือ่งกล 
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บทนํา 

ศูนยบ์รกิารขอ้มูลทางโทรศพัท ์(Call Center) เป็นช่องทางในการตอบสนองความตอ้งการของลูกคา้ ไม่ว่าจะเป็นเรือ่ง

การสอบถามขอ้มูล การขอคําแนะนํา หรอืการแกปั้ญหาต่างๆ ซึ่งเป็นส่วนหนึ่งทีส่ะทอ้นภาพลกัษณ์ของธุรกจิถงึเรื่อง

ความใส่ใจ และการบรกิาร มบีทบาทเป็นศูนย์รวมการโทรเขา้และโทรออกของธุรกจิ โดยทัง้สองรูปแบบแตกต่างกนั

ตรงที ่การโทรเขา้ จําเป็นต้องวางกําลงัคนรบัสายใหเ้พยีงพอ โดยต้องคํานึงถงึต้นทุนและจํานวนพนักงานรบัสายทีม่ ี

โดยปรมิาณสายทีโ่ทรเขา้จะมลีกัษณะแตกต่างกนัไปตามช่วงวนัและเวลา ดงันัน้การพยากรณ์ปรมิาณสายการโทรเขา้

จงึเป็นส่วนสําคญัในการดําเนินงานของศูนย์บรกิารขอ้มูลทางโทรศพัท์ ในปัจจุบนัมงีานวจิยัทีท่ําโมเดลมาเพื่อรองรบั

การพยากรณ์ปรมิาณสายการโทรเขา้ เช่น งานของ Zhang et al. (2021) ทีไ่ดนํ้าเสนอการใชโ้มเดล The Deep Neural 

Network Consists of a Long-Short Term Memory (LSTM) แ ล ะ  Autoregressive Integrated Moving Average 

(ARIMA) มาเปรยีบเทยีบประสทิธภิาพกนั และงานของ Kumwilaisak (2022) ทีใ่ช ้โมเดล The Deep Neural Network 

Consists of a Long-Short Term Memory และ Network and a Deep Neural Network (DNN) มาใชใ้นการจดักาํลงัคน

รบัสาย (Kumwilaisak et al., 2022) แม้ว่าการพยากรณ์ปรมิาณจํานวนสายโทรเขา้ที่แม่นยําจะเป็นเรื่องสําคญัเพื่อ

วางแผนจดักําลงัคนล่วงหน้า แต่ธุรกจิศูนยบ์รกิารขอ้มูลทางโทรศพัทม์กัมผีลกระทบจากปัจจยัภายนอกหรอืปัจจยับาง

ประการทีไ่ม่ทราบล่วงหน้า เช่น สภาพอากาศ วนัสาํคญั หรอืประกาศต่างๆ ส่งผลใหอ้าจเกดิกรณีทีม่จีํานวนสายโทร

เขา้มามากกวา่หรอืน้อยกวา่ทีค่าดการณ์ไว ้เพือ่ชว่ยใหฝ่้ายวางแผนจดักาํลงัคนรบัสายเหน็แนวโน้มจาํนวนสายทีค่าดว่า

จะเขา้มาภายในวนันัน้และสามารถทาํการปรบัแผนจดักาํลงัคนรบัสายไดอ้ยา่งทนัท่วงท ีงานวจิยันี้จงึมวีตัถุประสงคเ์พื่อ

พฒันาโมเดลสําหรบัพยากรณ์ปรมิาณสายการโทรเขา้ช่วงหลงั 10 น. ซึ่งเป็นเวลามาตรฐานที่ศูนย์บรกิารขอ้มูลทาง

โทรศพัท์ใช้ตดัสนิใจปรบัตวัเลขจํานวนคนรบัสายภายในวนันัน้ เพื่อช่วยให้ศูนย์บรกิารขอ้มูลทางโทรศพัท์สามารถ

ปรบัเปลีย่นแผนการจดักาํลงัคนรบัสายไดอ้ยา่งเหมาะสม และชว่ยลดตน้ทุนทีเ่กดิขึน้ 

 

การทบทวนวรรณกรรม 

การศกึษางานวจิยัในครัง้นี้ ผูว้จิยัไดท้บทวนวรรณกรรมทีเ่กีย่วขอ้งเพื่อนํามากําหนดแนวทางการวจิยั รวมถงึโมเดลที่

จะเลอืกไปศกึษา เพื่อพฒันาโมเดลที่เหมาะสําหรบัพยากรณ์ปรมิาณสายการโทรเขา้เพื่อปรบักําลงัคนรบัสายในช่วง

ระหว่างวนั โดยใชข้อ้มูลช่วงก่อน 10 น. มาพยากรณ์จํานวนสายทีค่าดว่าจะเขา้มาในช่วงหลงั 10 น. จากงานวจิยัของ 

Zhang (2021) และ Kumwilaisak (2022) ซึ่งได้กล่าวถึงโมเดล LSTM ผู้วจิยัจงึได้นําโมเดล LSTM มาศกึษา พบว่า 

โมเดล LSTM เป็นโมเดลที่ใช้กับข้อมูลแบบ Time Series จึงไม่เหมาะกับข้อมูลของงานวิจัยนี้ที่มีลกัษณะ Cross 

Sectional ผูว้จิยัจงึมาศกึษาโมเดลทีใ่ชพ้ยากรณ์ปัญหาในลกัษณะ Regression Problem แทน 

สําหรบัโมเดลที่ใช้พยากรณ์ปัญหาในลกัษณะ Regression Problem นัน้ จากงานวิจยัของ García-Gutiérrez et al. 

(2015) ได้มกีารศกึษาเพื่อเปรยีบเทยีบโมเดลที่เหมาะสมในการพยากรณ์ความสูงของพื้นที่ป่า โดยเปรยีบเทยีบ 4 

โ ม เ ด ล  ไ ด้ แ ก่  1) Neural Networks 2) Support Vector Regression (SVR) 3) KNN แ ล ะ  4) Random Forest 

Regression ซึ่งโมเดลทีม่ปีระสทิธภิาพสูงทีสุ่ดคอื SVR ในขณะที ่Bag (2020) และ Acharya et al. (2019) ไดท้ําการ

วจิยัเพื่อเปรยีบเทยีบโมเดลในการพยากรณ์ค่าความน่าจะเป็นทีจ่ะสอบเขา้มหาวทิยาลยัได ้งานวจิยัของ Bag (2020) 

ได้ทําการเปรยีบเทียบทัง้หมด 3 โมเดล ได้แก่ 1) Linear Regression 2) Random Forest Regression 3) Decision 

Tree Regression และในขณะที ่Acharya et al. (2019) ไดเ้พิม่ Support Vector Regression เขา้มาในการเปรยีบเทยีบ 

จากทัง้ 2 งานวจิยัพบว่า โมเดล Linear Regression เป็นโมเดลที่มปีระสทิธภิาพสูงสุดในการพยากรณ์ค่าความน่าจะเป็น 

ทีจ่ะสอบเขา้มหาวทิยาลยัได ้ดงันัน้ ผูว้จิยัจงึไดนํ้าโมเดล Linear Regression มาทาํการทดลอง พบว่า ค่า MAPE อยูท่ี ่

41.1% ซึ่งเป็นผลมาจากการทีข่อ้มูลมลีกัษณะการกระจายตวัของปรมิาณสายการโทรเขา้ในแต่ละวนัแตกต่างกนั การ

นําขอ้มลูรายวนัมาพยากรณ์รวมกนัจงึทาํใหเ้กดิความไมแ่ม่นยาํ ดงันัน้ ผูว้จิยัจงึนําโมเดลการแบ่งกลุ่ม (Clustering) มา

ใชร้ว่มกบังานวจิยัในครัง้นี้ เพือ่ทาํการแบ่งกลุ่มวนัตามลกัษณะการกระจายตวัของปรมิาณสายการโทรเขา้ และใชโ้มเดล
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สําหรับพยากรณ์กลุ่มของข้อมูลแบบหลายกลุ่ม (Multi-Class Classification) เพื่อพยากรณ์รูปแบบการกระจายตัว 

ของปรมิาณสายการโทรเขา้ในแต่ละวนั ดงันัน้ งานวจิยัชิ้นนี้จงึแบ่งโมเดลที่จะใช้ในการทดลองออกเป็น 3 ประเภท 

ไดแ้ก่ โมเดลสาํหรบัทาํ Clustering โมเดลสาํหรบัทาํ Multi-Class Classification และโมเดลสาํหรบัทาํ Regression  

จากศกึษางานวจิยัของ O’Neill et al. (2019) ได้ใช้ขอ้มูลต่างๆ ของลูกค้าที่ตดิต่อเขา้มา เช่น จํานวนสาย ระยะเวลา

เฉลีย่ในการโทร และค่าเบีย่งเบนมาตรฐานของระยะเวลาในการโทรจากจาํนวนสายทัง้หมดของลูกคา้แต่ละคน ในการ

แบ่งกลุ่มลกัษณะประเภทของลูกคา้โดยใชโ้มเดล K-Mean ทําให้ได้กลุ่มลูกคา้ทีม่พีฤตกิรรมแตกต่างกนัอย่างชดัเจน

ตามลกัษณะพฤตกิรรมการตดิต่อเขา้มา ดงันัน้โมเดล K-Mean จงึเป็นโมเดลหนึ่งที่ถูกเลอืกนํามาทํา Clustering ใน

งานวจิยัชิน้นี้ 

สําหรบัการทําโมเดล Multi-Class Classification ได้มผีูท้ําการศกึษาเปรยีบเทยีบโมเดลทางด้าน Machine Learning 

ต่างๆ โดยงานวจิยัของ Çolakoğlu and Akkaya (2019) ไดท้ําการเปรยีบเทยีบโมเดลในการจําแนกประเภทผูป่้วย มี

ผูป่้วยทัง้หมด 3 ประเภท และไดเ้ปรยีบเทยีบทัง้หมด 9 โมเดล ไดแ้ก่ 1) SVM 2) Naive Bayes (Gaussian) 3) KNN 

4) Multilayer Perceptron (ANN) 5) Random Forest 6) CART (Classification and Regression Trees) 7) Logistic 

Regression 8) Gradient Boosting Machine 9) Extreme Gradient Boosting (XGBoost) จ า ก ง า น วิจัย นี้  โ ม เ ด ล 

Random Forest มปีระสทิธภิาพสูงที่สุดในการจําแนกประเภทผู้ป่วย ในขณะที่ Khan et al. (2023) ได้ศกึษาเปรยีบเทยีบ

โมเดลที่ช่วยในการจําแนกประเภทถัว่ จากโมเดลทัง้หมด 8 โมเดล ได้แก่ 1) Logistic Regression 2) Naïve Bayes  

3) KNN 4) Decision Tree 5) Random Forest 6) Extreme Gradient Boosting (XGBoost) 7) Support Vector 

Machine (SVM) 8) Multilayer Perception (MLP) จากการศกึษาของ Khan et al. (2023) พบวา่ XGBoost เป็นโมเดล

ทีจ่ําแนกประเภทไดด้ทีีสุ่ด ในขณะที ่Random Forest มคีวามแม่นยําในระดบัทีส่งูเช่นกนั ดงันัน้ในการศกึษานี้ จงึได้

นําโมเดล Random Forest และ XGBoost มาใชใ้นการศกึษา รวมทัง้โมเดลอื่นๆ เพื่อนํามาเปรยีบเทยีบเพิม่เตมิอย่าง 

Logistics Regression 

สาํหรบัการทาํโมเดล Regression นัน้ จากงานวจิยัของ García-Gutiérrez et al. (2015) และ Acharya et al. (2019) ที่

กล่าวไปในช่วงต้น ผูว้จิยัจงึได้เลอืกโมเดล SVR และ Linear Regression รวมถงึโมเดล Random Forest มาทําการ

ทดลองในครัง้นี้รว่มกนั 

 

วิธีดาํเนินการวิจยั 

งานวจิยันี้มวีธิกีารศกึษาตามกระบวนการวเิคราะหข์อ้มลูดงันี้ 

การทําความเข้าใจข้อมูล (Data Understanding) คือ ทําความเข้าใจข้อมูลตัง้ต้นที่มาจากฐานข้อมูลของระบบ

ใหบ้รกิารขอ้มลูและทาํรายการธุรกจิอตัโนมตัทิางโทรศพัท ์(Interactive Voice Response: IVR) 

การเตรียมข้อมูล (Data Preparation) คอื การดําเนินการคดักรอง (Filter) เฉพาะขอ้มูลทีเ่ป็นสายโทรเขา้ คดัเลอืก

ตวัแปรทีม่าจากระบบไอวอีารม์าเป็นตวัแปรตน้ 10 ตวัแปรทีส่อดคลอ้งกบัลกัษณะธุรกจิและเหมาะทีจ่ะนํามาเขา้โมเดล 

ไดแ้ก่  

1) จาํนวนสายโทรเขา้ 

2) ระยะเวลาการรอสายของสายทีร่อควิทีน่านทีส่ดุใน 1 interval 

3) ระดบัการใหบ้รกิารในการรบัสาย (% Service Level) 

4) อตัราสว่นของสายทีร่บัได ้

5) อตัราสว่นของสายทีร่บัไมไ่ด ้

6) ระยะเวลารวมเฉลีย่ในการใหบ้รกิารต่อ 1 สาย 

7) ระยะเวลาพดูคุยเฉลีย่ในการใหบ้รกิารต่อ 1 สาย 

8) ระยะเวลาถอืสายรอเฉลีย่ระหวา่งการใหบ้รกิารต่อ 1 สาย 
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9) ระยะเวลาบนัทกึขอ้มลูต่างๆ ของการใหบ้รกิารต่อ 1 สาย 

10) ความเรว็เฉลีย่ทีใ่ชใ้นการรบัสาย 

และจดัการขอ้มลูใหม้าอยู่ในรปูแบบทีเ่หมาะสมในการนําไปเขา้โมเดลสาํหรบัขอ้มูลลกัษณะตดัขวาง (Cross Sectional 

Data) หลงัจากนัน้ทาํการแบ่งขอ้มลูออกเป็น Train 60%, Validation 20% และ Test 20% เพือ่ใชใ้นการพฒันาโมเดล 

การแบ่งกลุ่มเพื่อสร้าง Label และรปูแบบการกระจายตวัของปริมาณสายโทรศพัท์เข้าแบบรายคร่ึงชัว่โมง คอื 

การจดัวนัทีม่ลีกัษณะจาํนวนสายโทรเขา้ในช่วงแต่ละครึง่ชัว่โมงทีค่ลา้ยกนัมาอยู่กลุ่มเดยีวกนั และนําผลการจดักลุ่มไป

เป็น Label และในส่วนของรูปแบบการกระจายตวัปรมิาณสายโทรศพัท์เขา้แบบรายครึ่งชัว่โมง สร้างมาจากการหา

คา่เฉลีย่จาํนวนสายโทรศพัทข์องขอ้มลูแต่ละวนัทีอ่ยูใ่นกลุ่มเดยีวกนั เพือ่นําไปใชเ้ป็นรปูแบบสาํหรบัคณูกระจายค่าทีไ่ด้

จากการพยากรณ์จาํนวนสายโทรศพัทเ์ขา้ทีค่าดวา่จะเขา้มาใน 1 วนั ใหอ้ยูใ่นรปูแบบรายครึง่ชัว่โมง 

การสร้างโมเดล (Modeling) ในงานวจิยันี้จะพฒันาโมเดลทัง้หมด 2 ประเภท โดยในแต่ละประเภทจะพฒันาโมเดล

เพือ่ใชเ้ปรยีบเทยีบหาโมเดลทีแ่มน่ยาํทีส่ดุในการนําไปพยากรณ์จาํนวนสายโทรเขา้ 

1) โมเดลประเภทพยากรณ์ขอ้มูลประเภทเชงิคุณภาพ (Classification) โดยจะสร้างโมเดลมาจากขอ้มูล Label ที่ถูก

จาํแนกมาจาก Clustering และตวัแปรตน้ต่างๆ ทีม่กีารเตรยีมขอ้มลูใหเ้ป็นคา่ของชว่งเวลารายครึง่ชัว่โมงในแต่ละวนั 

2) โมเดลประเภทพยากรณ์ขอ้มลูประเภทเชงิปรมิาณ (Regression) โดยจะสรา้งโมเดลจากขอ้มลูจํานวนสายโทรศพัท์

เขา้ใน 1 วนั และตวัแปรตน้ต่างๆ ทีม่กีารเตรยีมขอ้มลูใหค้าํนวนรวมเป็นคา่ตวัแปรตน้ใน 1 วนั ของแต่ละตวัแปรตาม 

การวดัประสิทธิภาพของโมเดล (Model Evaluation) แบ่งตามประเภทโมเดล ไดแ้ก่ โมเดลประเภท Classification 

จะใช้ค่า Accuracy และโมเดลประเภท Regression จะใช้ค่าเฉลี่ยเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์ (Mean 

Absolute Percentage Error: MAPE) 

โดยงานวจิยันี้ ศกึษาภายใตข้อบเขตของขอ้มลูดงัต่อไปนี้ 

1) ทีม่าของขอ้มลู: จากบรษิทัทีใ่หบ้รกิารทางดา้นศนูยบ์รกิารขอ้มลูทางโทรศพัท ์

2) ลกัษณะธุรกจิ: ขอ้มลูการตดิต่อสอบถาม รอ้งเรยีน และหวัขอ้อื่นๆ ทีเ่กีย่วขอ้งกบัขอ้มลูทางดา้นประกนัสงัคม 

3) ลกัษณะชอ่งทางการตดิต่อ: เป็นขอ้มลูเฉพาะสายโทรเขา้ (Inbound) แต่ไมร่วมถงึจาํนวนสายโทรออก (Outbound) 

4) ระยะเวลาของขอ้มลู: เป็นขอ้มลูสายโทรเขา้ในชว่ง 1 มนีาคม 2021 ถงึ 10 มถุินายน 2022 

5) ความถี่ในการวิเคราะห์: พยากรณ์จํานวนสายโทรเข้าที่จะเข้ามารวมทัง้หมดในช่วงเวลา 10 น. เป็นต้นไป  

(1 ชว่งเวลา = 30 นาท)ี 

 

ผลการวิจยั 

งานวจิยันี้ผา่นการวเิคราะหใ์นสว่นต่างๆ เพือ่พฒันาโมเดล ซึง่ไดผ้ลการวจิยั ดงันี้ 

1) ขัน้ตอนการแบ่งวนัตามลกัษณะการกระจายตวัของจาํนวนสายโทรศพัทเ์ขา้ (Clustering) เป็นขัน้ตอนในการจดักลุ่ม

วนัทีม่ลีกัษณะจํานวนสายโทรเขา้แบบรายครึง่ชัว่โมงทีใ่กล้เคยีงกนัมาอยู่ดว้ยกนั เพื่อใชส้รา้งรูปแบบลกัษณะการโทร

เขา้ของแต่ละกลุ่ม โดยใชว้ธิกีารจดักลุ่มขอ้มูลแบบเคมนี ผลจากการใชว้ธิดีําเนินการจุดหกัศอก (Elbow Method) ใน

การหาจาํนวนกลุ่มทีเ่หมาะสม ไดผ้ลลพัธว์า่จุดทีเ่หมาะสมสาํหรบัแบ่งจาํนวนกลุ่ม คอื 3 กลุ่ม เนื่องจากเป็นจดุทีก่ราฟมี

ลกัษณะหกัศอกมากทีสุ่ด ผลลพัธจ์ากการจดักลุ่ม ไดว้่า จากขอ้มลูทัง้หมดจาํนวน 467 วนั ถูกจดัเป็นกลุ่มที ่1 จาํนวน 

209 วนั จดัเป็นกลุ่มที ่2 จาํนวน 69 วนั และจดัเป็นกลุ่มที ่3 จาํนวน 189 วนั  

2) ขัน้ตอนการสรา้งโมเดลพยากรณ์กลุ่มเพื่อหาลกัษณะการกระจายตวัของจาํนวนสายโทรศพัทเ์ขา้แบบรายครึง่ชัว่โมง 

มกีารทดลองทัง้หมด 3 โมเดล ได้แก่ Logistic Regression, Random Forest Classification และ eXtreme Gradient 

Boosting (XGBoost) โดยการทดสอบประสทิธภิาพของโมเดลดว้ยคา่ Accuracy ซึง่ไดผ้ลลพัธด์งัตารางที ่1 
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ตารางท่ี 1 แสดงผลการทดลองจากโมเดลพยากรณ์กลุ่มเพื่อหาลกัษณะการกระจายตวัของจํานวนสายโทรศพัท์เขา้

แบบรายครึง่ชัว่โมง 

โมเดล Accuracy 

Logistic Regression 74% 

Random Forest Classification 80% 

eXtreme Gradient Boosting (XGBoost)  87% 

 

3) ขัน้ตอนการสรา้งโมเดลทีใ่ชพ้ยากรณ์จํานวนสายโทรศพัท์เขา้ใน 1 วนั มกีารทดลองทัง้หมด 3 โมเดล ไดแ้ก่ SGD 

Regression, Support Vector Machines Regression (SVR) แ ล ะ  Random Forest Regression โ ดยก า ร ทดสอบ

ประสทิธภิาพของโมเดลดว้ยคา่ MAPE ซึง่ไดผ้ลลพัธด์งัตารางที ่2 

 

ตารางท่ี 2 แสดงผลการทดลองจากโมเดลพยากรณ์จาํนวนสายโทรศพัทเ์ขา้ใน 1 วนั 

โมเดล MAPE 

(Train Set) 

MAPE 

(Validation Set) 

MAPE 

(Test Set) 

SGD Regression 14.39% 23.35% 26.90% 

Support Vector Machines Regression (SVR) 7.00% 12.00% 9.00% 

Random Forest Regression  2.60% 11.68% 7.88% 

 

4) ขัน้ตอนการพยากรณ์จาํนวนสายโทรศพัทเ์ขา้ทีค่าดว่าจะเขา้มาในช่วงหลงั 10 น. เป็นตน้ไป แบบรายครึง่ชัว่โมง จะ

เป็นการนําโมเดลพยากรณ์กลุ่มเพื่อหาลกัษณะการกระจายตวัของจํานวนสายโทรศพัทเ์ขา้แบบรายครึง่ชัว่โมง โดยใช ้

Hyperparameter ทีไ่ดผ้ลความแม่นยาํดทีีสุ่ดทัง้ 3 โมเดล มาทดลองใชร้่วมกบัโมเดลพยากรณ์จาํนวนสายโทรศพัทเ์ขา้

ใน 1 วนั ทัง้หมด 3 โมเดล โดยใช ้Hyperparameters ทีด่ทีีสุ่ดเช่นกนั โดยเมื่อไดผ้ลจากโมเดลพยากรณ์กลุ่มว่าขอ้มลู

ในวนัถดัมาน่าจะมรีปูแบบการกระจายตวัของจาํนวนสายโทรศพัทเ์ขา้ตรงกบัรปูแบบกลุ่มใด จากนัน้จงึนําผลพยากรณ์

จํานวนสายโทรศพัทท์ีค่าดว่าจะเขา้มาใน 1 วนันัน้ มาคูณกระจายตามรูปแบบทีไ่ดพ้ยากรณ์ไวใ้นตอนแรก จงึจะไดชุ้ด

ขอ้มูลการพยากรณ์จํานวนสายโทรศพัทท์ีค่าดว่าจะเขา้มาแบบรายครึง่ชัว่โมงนัน่เอง ในการทดสอบประสทิธภิาพของ

โมเดลจะวดัดว้ยคา่ MAPE ซึง่ไดผ้ลลพัธด์งัตารางที ่3 

 

ตารางท่ี 3 แสดงผลการทดลองค่า MAPE จากโมเดลพยากรณ์จํานวนสายโทรศพัท์เขา้ทีค่าดว่าจะเขา้มาในช่วงหลงั 

10 น. 

Classification Model Regression Model MAPE 

Logistic Regression SGD Regression 40.80% 

Logistic Regression Support Vector Machines Regression  28.50% 

Logistic Regression Random Forest Regression 27.60% 

Random Forest Classification SGD Regression 32.70% 

Random Forest Classification Support Vector Machines Regression 21.40% 

Random Forest Classification Random Forest Regression 20.80% 

eXtreme Gradient Boosting SGD Regression 34.20% 

eXtreme Gradient Boosting Support Vector Machines Regression 21.70% 

eXtreme Gradient Boosting Random Forest Regression 21.02% 
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จากตารางพบว่า การทาํงานของโมเดลพยากรณ์ลกัษณะจาํนวนสายโทรศพัทเ์ขา้แบบรายครึง่ชัว่โมง Random Forest 

Classification คู่กบัโมเดลพยากรณ์จํานวนสายโทรศพัทเ์ขา้ใน 1 วนั Random Forest Regression เป็นโมเดลทีใ่หค้่า 

MAPE ตํ่าทีส่ดุ ซึง่อยูท่ี ่20.80% 

 

อภิปรายผลการวิจยั 

งานวจิยันี้ต้องการหาโมเดลที่เหมาะสมสําหรบัพยากรณ์จํานวนสายโทรศพัท์เขา้ทีค่าดว่าจะเขา้มาในช่วงหลงั 10 น. 

เป็นตน้ไป ของบรษิทัศูนยบ์รกิารขอ้มลูทางโทรศพัท ์การศกึษาเริม่ตน้ดว้ยการแบ่งกลุ่มวนัตามลกัษณะการกระจายตวั

ของจํานวนสายโทรศพัท์เขา้ ออกเป็นจํานวน 3 กลุ่ม จากนัน้จงึทําการหา Hyperparameter ที่เหมาะสมทีสุ่ดเพื่อใช้

สรา้งโมเดลพยากรณ์ลกัษณะการกระจายตวัจํานวนสายโทรศพัท ์และรวมถงึโมเดลพยากรณ์จํานวนสายโทรศพัทท์ีค่าดว่า 

จะเขา้มาใน 1 วนั มาประกอบกนัโดยการนําจาํนวนสายโทรศพัทท์ีค่าดวา่จะเขา้มาใน 1 วนั ไปคณูกระจายตามรปูแบบ

ลกัษณะการกระจายตวัทีไ่ดพ้ยากรณ์ไว ้

การทดลองไดม้กีารนําโมเดลมาทดลองร่วมกนั รวมทัง้สิน้ 12 โมเดล และไดนํ้ามาเปรยีบเทยีบประสทิธภิาพของโมเดล

ด้วยค่า MAPE ได้ผลสรุปว่า การใช้โมเดลพยากรณ์กลุ่มเพื่อหาลกัษณะจํานวนโทรศพัท์เขา้แบบรายครึ่งชัว่โมงเป็น 

Random Forest Classification คู่กับโมเดลพยากรณ์จํานวนสายโทรศพัท์เข้าใน 1 วนั เป็น Random Forest Regression 

เป็นโมเดลทีใ่หค้่า MAPE ตํ่าทีสุ่ด ซึ่งอยู่ที ่20.80% ซึ่งเมื่อเทยีบกบัการพยากรณ์ปรมิาณสายการโทรเขา้โดยวธิกีาร

คาํนวนปัจจุบนัของบรษิทั จะมคีา่ MAPE อยูท่ี ่52.70%  

นอกจากนี้ ผูว้จิยัไดท้ดลองทาํการพยากรณ์ปรมิาณสายการโทรเขา้โดยไมใ่ชเ้ทคนิคการแบ่งกลุ่มวนัเพื่อหารปูแบบการ

โทรเข้าแบบรายครึ่งชัว่โมง แต่ใช้เพยีงโมเดลพยากรณ์ปรมิาณสายการโทรเข้าแบบ Random Forest Regression 

พบว่า MAPE อยู่ที ่42.23% จงึแสดงใหเ้หน็ว่า การใชเ้ทคนิดแบ่งกลุ่มวนัตามลกัษณะจํานวนสายโทรศพัทเ์ขา้ร่วมกบั

การทําโมเดลพยากรณ์กลุ่ม และโมเดลพยากรณ์จํานวนสายโทรศพัท์เขา้ใน 1 วนั จะให้ความแม่นยําที่สูงกว่าและ

ประสทิธภิาพทีด่กีว่าการทําเพยีงโมเดลพยากรณ์จํานวนสายโทรศพัทเ์ขา้อย่างเดยีว อกีทัง้ยงัใหค้วามแม่นยําทีด่กีว่า

การใชว้ธิกีารคาํนวนแบบปัจจุบนัของบรษิทัดว้ยเชน่กนั 

ข้อเสนอแนะในการวิจยัครัง้ต่อไป 

จากผลการวิจัย ผู้ที่สนใจสามารถนําโมเดล Random Forest Classification ประกอบกับโมเดล Random Forest 

Regression ซึ่งได้ผลลพัธ์ที่ดีที่สุดในการพยากรณ์จํานวนสายโทรเขา้ของบรษิัทศูนย์บรกิารข้อมูลทางโทรศพัท์ไป

ประยุกต์ใชใ้หก้บับรษิทัหรอืหน่วยงานต่างๆ เช่น บรษิทัศูนยบ์รกิารขอ้มูลทางโทรศพัท ์หรอืหน่วยงานทีเ่กีย่วขอ้งกบั

การใหบ้รกิารลูกคา้ทางโทรศพัทภ์ายในบรษิทัหรอืหน่วยงานต่างๆ โดยเฉพาะบรษิทัหรอืหน่วยงานทีอ่าจยงัไมม่กีารนํา

โมเดลทางสถิติหรอืวทิยาการคอมพวิเตอร์มาประยุกต์ใช้ในการพยากรณ์จํานวนสายโทรเข้า นอกจากนี้ ผู้ที่สนใจ

สามารถนําผลลพัธจ์ากงานวจิยันี้ ไปประยกุตใ์ชใ้นบรบิททางธุรกจิอื่นๆ ทีอ่าจมลีกัษณะทีค่ลา้ยกนั เช่น การพยากรณ์

จาํนวนการรอ้งเรยีนในชอ่งทางต่างๆ นอกเหนือจากชอ่งทางโทรศพัท ์
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