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ABSTRACT

Convolutional Neural Networks is widely used in image classification, detection, segmentation, etc, especially
the application of medical applications that are very popular today. Most of the research in which convolution
networks are applied in brain diseases. most commonly used image detection or segmentation but a few studies
have used image classification methods for brain diseases. The researcher considers that medical image
classification is an important method and can be further developed The image classification problem can be
solved in a variety of ways. one of which is image classification through a deep learning network with a 3D
convolution network that can help solve problems quickly and accurately. This research presents the application
of 3D convolution networks together with image preprocessing. In order to classify stroke from CT-scans, it is
divided into 2 types; Strokes and Normal. 3D convolution network is applied with 4 pre-trained models,
consisting of Alexnet, VGG-16, Googlenet and Resnet. After that, details will be adjusted by bringing the
strengths of each model to use and add a layer of depth that is a hallmark of finding key 3D features.
Subsequently, this research applied K-Fold cross validation techniques to resolve the bias in each model before
using the Confusion matrix to evaluate the performance of the model. Googlenet 3D found that performance
produces the best results from the outcome evaluation. The results of the stroke classification test from CT-
scan images gave an accuracy of 92.00%. This research shows that the use of a 3D convolution network with
image classification approach should be further developed to benefit the medical field.
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