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ABSTRACT 

Convolutional Neural Networks is widely used in image classification, detection, segmentation, etc, especially 

the application of medical applications that are very popular today. Most of the research in which convolution 

networks are applied in brain diseases. most commonly used image detection or segmentation but a few studies 

have used image classification methods for brain diseases. The researcher considers that medical image 

classification is an important method and can be further developed The image classification problem can be 

solved in a variety of ways. one of which is image classification through a deep learning network with a 3D 

convolution network that can help solve problems quickly and accurately. This research presents the application 

of 3D convolution networks together with image preprocessing. In order to classify stroke from CT-scans, it is 

divided into 2 types; Strokes and Normal. 3D convolution network is applied with 4 pre-trained models, 

consisting of Alexnet, VGG-16, Googlenet and Resnet. After that, details will be adjusted by bringing the 

strengths of each model to use and add a layer of depth that is a hallmark of finding key 3D features. 

Subsequently, this research applied K-Fold cross validation techniques to resolve the bias in each model before 

using the Confusion matrix to evaluate the performance of the model. Googlenet 3D found that performance 

produces the best results from the outcome evaluation. The results of the stroke classification test from CT-

scan images gave an accuracy of 92.00%. This research shows that the use of a 3D convolution network with 

image classification approach should be further developed to benefit the medical field. 
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บทคดัย่อ 

แบบจําลองโครงข่ายคอนโวลูชัน่ หรอื ซเีอน็เอน็ (Convolutional Neural Networks หรอื CNN) ไดร้บัการนํามาใช้กนั

อย่างแพร่หลายในการจําแนกภาพ, การตรวจจบั, การแบ่งส่วนภาพ และอื่นๆ โดยเฉพาะการนํามาประยุกตใ์ชท้างการ

แพทย์ในปัจจุบนัทีไ่ด้รบัความนิยมอย่างมาก ซึ่งงานวจิยัส่วนใหญ่ที่นําโครงข่ายคอนโวลูชัน่มาประยุกต์ใช้กบัโรคที่

เกี่ยวกบัสมอง นิยมใชเ้ทคนิคการตรวจจบัภาพ หรอืการแบ่งส่วนรอยโรคของสมอง แต่มงีานวจิยัน้อยชิ้นทีใ่ชว้ธิกีาร

จําแนกภาพกบัโรคทีเ่กี่ยวกบัสมอง ซึ่งผูว้จิยัเลง็เหน็ว่าการจําแนกภาพทางการแพทย์เป็นวธิกีารทีม่คีวามสําคญั และ

สามารถพฒันาต่อยอดได้ ทัง้น้ีปัญหาในการจําแนกภาพสามารถทําได้หลากหลายวธิ ีหน่ึงในนัน้คอืการจําแนกภาพ

ผ่านโครงขา่ยการเรยีนรูเ้ชงิลกึดว้ยโครงขา่ยคอนโวลูชัน่ 3 มติ ิทีส่ามารถช่วยแก้ไขปัญหาไดอ้ย่างรวดเรว็ และแม่นยาํ 

งานวิจัยน้ีนําเสนอการประยุกต์ใช้โครงข่ายคอนโวลูชัน่ 3 มิติ ร่วมกับการประมวลผลภาพล่วงหน้า (Image 

Preprocessing) เพื่อจาํแนกโรคหลอดเลอืดสมองจากภาพฉายรงัสเีอกซเรย์สมอง (CT-Scan) แบ่งออกเป็น 2 ประเภท 

1) ภาพของคนเป็นโรคหลอดเลอืดสมอง 2) ภาพของคนไม่เป็นโรคหลอดเลอืดสมอง โดยมกีารนําโครงขา่ยคอนโวลูชัน่ 

3 มติมิาประยุกต์ร่วมกบัแบบจําลองทีถู่กฝึกมาเรยีบรอ้ยแลว้ 4 แบบจําลอง ประกอบไปดว้ย อเลก็ซ์เน็ต วจีจี-ี16 กูเกลิ

เน็ต และเรสเน็ต หลงัจากนัน้จะมกีารปรบัรายละเอียดโดยการนําจุดเด่นของแต่ละแบบจําลองนํามาใช้ และเพิม่ชัน้

ความลกึที่เป็นจุดเด่นของการค้นหาคุณลกัษณะสําคญัของรูปแบบ 3 มติ ิจากนัน้งานวจิยัชิ้นน้ีได้นําเทคนิค K-Fold 

Cross validation มาใชเ้พื่อแกไ้ขปัญหาการมอีคตติ่อแต่ละแบบจาํลอง ก่อนทีจ่ะใช ้Confusion matrix เป็นเครื่องมอืใน

การประเมนิประสทิธภิาพของแบบจาํลอง ซึง่พบว่าสมรรถนะแบบจาํลองโครงขา่ยคอนโวลูชัน่กูเกลิเน็ต 3 มติใิหผ้ลลพัธ์

ทีด่ทีีสุ่ดจากการประเมนิผลลพัธ์ โดยผลการทดสอบการจําแนกโรคหลอดเลอืดสมองจากภาพฉายรงัสเีอกซเรย์ ใหค่้า

ความแม่นยาํที ่92.00% ซึง่งานวจิยัน้ีเหน็ไดว้่าการนําโครงขา่ยคอนโวลูชัน่รปูแบบ 3 มติมิาใชร่้วมกบัการจาํแนกภาพที่

นําเสนอมคีวามหวงัทีส่ามารถนําไปพฒันา และเป็นประโยชน์ต่อทางการแพทยไ์ด ้
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บทนํา 

ในแต่ละปีจะมผีูเ้สยีชวีติจากโรคหลอดเลอืดสมองประมาณ 14 ล้านคนจากทัว่โลก และผูร้อดชวีติกว่า 50 ล้านคนจะมี

ชวีติอยู่ด้วยความทุพพลภาพถาวร จากขอ้มูลขององค์การอนามยัโลก (World Stroke Organization. World Stroke 

Organization, 2021) โรคหลอดเลอืดสมองเป็นสาเหตุการตายอนัดบั 2 ของผู้ที่มอีายุมากกว่า 60 ปี และเป็นสาเหตุ

อนัดบั 5 ในผูท้ีม่อีายุระหว่าง 15-59 ปี อกีทัง้โรคหลอดเลอืดสมองยงัเป็นสาเหตุหลกัของความทุพพลภาพในระยะยาว 

ส่งผลต่อการดํารงชวีติด้วยความทุพพลภาพ (Fartakov, 2019) การเลอืกวธิกีารวนิิจฉัยโรคนัน้ ขึ้นอยู่กบัแต่ละกรณี 

อาทเิช่น อาการของผูป่้วย หรอืเวลาทีเ่ริม่มอีาการ เป็นตน้ ทัง้น้ีความล่าชา้ใดๆ ในการรกัษาพยาบาลส่งผลต่อการเพิม่

ความเสีย่งของผลกระทบทีรุ่นแรง และเสยีชวีติ 

ขัน้ตอนในการวนิิจฉัยโรคหลอดเลือดสมองสามารถทําได้หลากหลายวธิ ีหน่ึงในนัน้คือการทําCT Scan ที่สามารถ

ทํางานได้ซบัซ้อนกว่าการเอกซเรย์แบบธรรมดา จะมกีารแสดงภาพเป็น 3 มติิ และซอยภาพออกเป็นแผ่นบางๆ ใน

ภาพลกัษณะตดัขวางไดห้ลายสบิแผ่น ช่วยใหแ้พทยว์เิคราะหค์วามผดิปกตขิองอวยัวะนัน้ๆ ไดอ้ย่างละเอยีด 

 

 
รปูท่ี 1 ภาพการทาํ CT Scan สมองของคนหน่ึงคน 

 

สําหรบัการจําแนกโรคของผูป่้วยที่เป็นโรคหลอดเลอืดสมองมกีารนําเทคนิคการประมวลผลด้วยภาพมาช่วยในการ

วนิิจฉยัโรคของผูป่้วย หน่ึงในเทคนิคทีนิ่ยมใชก้นัคอืใชโ้ครงขา่ยคอนโวลูชัน่ (Convolutional Neural Networks) ซึง่เป็น

เทคนิคทีนิ่ยมใชส้ําหรบัการจาํแนกภาพทางการแพทย์ (Zhang, 2021) โดยมกีารคดิคน้ครัง้แรกในปี 1980 โดย Yamn 

LeCun (Dickson, 2021) การทํางานของโครงข่ายคอนโวลูชัน่ มดี้วยกนั 3 รูปแบบ คอื 1 มติิ, 2 มติิ และ 3 มติิ โดย

รูปแบบนํามาใช้ในการจําแนกภาพทัว่ไปคือรูปแบบ 2 มิติ ในส่วนของรูปแบบ 3 มิติ จะใช้ในส่วนของการจําแนก

ภาพเคลื่อนไหว, ภาพถ่ายวดิโีอ,รปูภาพทีม่รีปูแบบ 3 มติ ิและอื่น 

แบบจาํลองดว้ยโครงขา่ยประสาทคอนโวลูชัน่รปูแบบ 3 มติ ิ(H. Fan, 2017) มคีวามสามารถในการคดัเลอืกคุณลกัษณะ

ของขอ้มูลไดอ้ย่างมปีระสทิธภิาพ เน่ืองจากรูปแบบ 3 มติ ิมกีารประมวลผล หรอืหน่วยความจําทีสู่งมาก รวมถงึมกีาร

คน้หารูปแบบความสมัพนัธ์แบบ 3 มติ ิคอื ความสูง ความกวา้ง และความลกึ ซึ่งมปีระสทิธภิาพในการทาํนายทีด่กีว่า 

รปูแบบ 2 มติ ิทีแ่ยกรปูแบบเพยีง 2 มติเิท่านัน้คอื ความสงู และความกวา้ง ตวัอย่างเช่น การแสกนแบบ 2 มติ ิสามารถ

แยกความแตกต่างระหว่าง วงกลม และ ทรงกลมได ้แต่หากเป็นการ แสกนแบบ 3 มติจิะสามารถจาํแนกวตัถุทีเ่ป็นทัง้ 

วงกลม ทรงกลม และทรงกระบอก 

ผู้วจิยัมคีวามสนใจที่จะทําการศกึษาการจําแนกภาพของคนเป็นโรคหลอดเลอืดสมองจากภาพการฉายรงัสเีอกซเรย์ 

(CT Scan) โดยเทคนิคการสรา้งแบบจาํลองโครงขา่ยประสาทคอนโวลูชนัรปูแบบ 3 มติ ิโดยประยกุตใ์ชก้บัแบบจาํลอง

ที่เป็นที่นิยมในการนํามาใช้จําแนกภาพทางการแพทย์ (Liwei Tan, 2021) (Balasubramanian Raman, 2021) 



[4] 

ประกอบดว้ย อเลก็ซ์เน็ต วจีจี-ี16 กูเกลิเน็ต และเรสเน็ต โดยจะมกีารใชเ้ทคนิคการประมวลผลภาพล่วงหน้า เพื่อช่วย

ในการเพิ่มประสิทธิภาพของการทําโครงข่ายคอนโวลูชัน่ 3 มิติ ซึ่งงานวิจัยชิ้นน้ี มีการนําเทคนิค K-Fold Cross 

Validation เข้ามาใช้เพื่อแก้ปัญหาการมีอคติ (Bias) ในแต่ละแบบจําลอง โดยจะมีการใช้ Confusion Matrix เป็น

เครื่องมอืสาํคญัในการประเมนิผลลพัธข์องการทาํนายจากแบบจาํลองทีส่รา้งขึน้ เพื่อนําผลจากการประเมนิมาวเิคราะห์

การเปรียบเทียบประสทิธภิาพของแต่ละแบบจําลองเพื่อให้ได้แบบจําลองที่เหมาะสมกบัชุดขอ้มูลภาพการฉายรงัสี

เอกซเรยข์องคนเป็นโรคหลอดเลอืดสมองมากทีสุ่ด 

 

ทบทวนวรรณกรรม 

โครงข่ายประสาทคอนโวลูชัน่ (Convolutional neural networks,CNN) (Lovekesh Vig, 2019) เป็นการใช้ประโยชน์

จากความสมัพนัธ์เชงิพืน้ทีโ่ดยบงัคบัใชรู้ปแบบการเชื่อมต่อภายในระหว่างเซลล์ประสาทของเลเยอร์ทีอ่ยู่ติดกนั โดย

วธิกีารทํางานของ CNN ทีใ่ชใ้นการจดัประเภทรูปภาพจะดําเนินการคน้หาคุณลกัษณะของรูปภาพ เช่น ขอบและส่วน

โค้งต่างๆ และจากนัน้จะสร้างภาพที่เป็นนามธรรมมากขึ้นผ่านชุดเลเยอร์ที่บิดเบี้ยว ทัว่ไปประกอบด้วยเลเยอร์ที่

แตกต่างกันอย่างน้อย 4 ชัน้ ได้แก่ Convolutional layer , Pooling/Subsampling layer, Fully connected layer และ 

Output layer 

 
รปูท่ี 2 โครงสรา้งโครงขา่ยประสาทคอนโวลูชนั (Hassan, 2018) 

 

ในงานวจิยัทีเ่กีย่วกบัโครงขา่ยประสาทคอนโวลูชัน่ทีนํ่ามาใชเ้พื่อจาํแนกโรคทางการแพทย ์Bhanumathi (Bhanumathi, 

2019) มกีารนําแบบจาํลองโครงขา่ยคอนโวลูชัน่ทีถู่กฝึกมาเรยีบรอ้ยแล้ว (Pre-trained Model) อาทเิช่น อเลก็ซ์เน็ต ,วี

จจี-ี16 และ กูเกลิเน็ต มาใชใ้นการจาํแนกคนเป็นโรคเน้ืองอกในสมองจากผลแสกน MRI ซึง่ไดผ้ลลพัธข์องแบบจาํลองที่

มปีระสทิธภิาพ อย่างไรกต็าม การนําเทคนิคโครงขา่ยคอนโวลูชัน่แบบ 3 มติ ิมาใชใ้นการจาํแนกโรคเกีย่วกบัภาพสมอง

ยงัมจีาํนวนทีน้่อย โดยงานวจิยัทีเ่กีย่วกบัสมองจาํนวนมากจะนิยมใชก้ารแบ่งส่วนภาพ หรอืการแบ่งส่วนรอยโรคเขา้มา

เพื่อช่วยในการประกอบการตดัสนิใจ (Ottesen, 2023) โดยใช้ในการแยกเน้ือเยื่อสมองส่วนที่เสยีหาย และมสุีขภาพ

ปกต ิหลงัจากนัน้จะนํามาตดัสนิใจเลอืก และรกัษาต่อไป ซึ่งวธิน้ีีสามารถช่วยในการคาดการณ์พืน้ที ่และช่วยแพทยใ์น

การลดจํานวนเวลาการวนิิจฉัยโรคจากผู้ป่วยทีม่จีํานวนมาก ซึ่งสามารถช่วยในการประกอบการตดัสนิใจในการเลอืก

ดแูลผูป่้วยฉุกเฉินก่อนเป็นอนัดบัแรก (A. V. Dobshik, 2023) 

Anjali Gautam (Gautam, 2021) มกีารนําเสนอการจําแนกโรคหลอดเลอืดสมองจากภาพการฉายรงัสเีอกซเรย์ (CT 

Scan) โดยการใชโ้ครงขา่ยประสาทคอนโวลูชนั ซึ่งมแีนวทางการนําแบบจําลองทีถู่กฝึกมาเรยีบรอ้ยแล้วอย่าง อเลก็ซ์

เน็ต และเรสเน็ต 50 เทยีบกบัแบบจาํลองโครงขา่ยคอนโวลูชัน่ทีผู่ว้จิยันําเสนอ โดยมกีารนําเทคนิคการประมวลผลภาพ

ล่วงหน้าเพื่อปรบัปรุงคุณภาพของข้อมูลภาพ ซึ่งเทคนิคการประมวลผลภาพล่วงหน้าสามารถช่วยดึงคุณลกัษณะ 

(Feature) ทีม่คีวามสําคญัจากชัน้ต่างๆ ของ CNN ไดม้ากยิง่ขึน้ และสามารถขจดัความไม่คมชดัของรปูภาพบางอย่าง 

รวมไปถงึมกีารปรบัความคมชดัเพื่อใหม้องเหน็พืน้ทีท่ีต่อ้งการไดด้ขี ึน้ เพื่อใหก้ารจดัหมวดหมู่มคีวามแม่นยาํมากขึน้ 
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เทคนิคการประยุกต์ใชโ้ครงข่ายคอนโวลูชัน่ 3 มติิเริม่ไดร้บัความนิยมมากขึ้นในปัจจุบนัในการนํามาใชร่้วมกบัขอ้มูล

ทางการแพทยเ์น่ืองจากสามารถช่วยดงึคุณลกัษณะสาํคญัของขอ้มูลไดล้กึ และซํบซอ็นมากยิง่ขึน้ A.V. Dobshik (A. V. 

Dobshik, 2023) มกีารนําเสนอการใชโ้ครงข่ายคอนโวลูชัน่ 3 มติ ิในการแบ่งส่วน (Segmentation) ของรอยโรคหลอด

เลอืดสมองจากภาพ CT-Scan โดยมกีารประยุกต์ใชโ้ครงข่ายคอนโวลูชัน่ยูเน็ต 3 มติิ งานวจิยัชิ้นน้ีไดนํ้าเทคนิคการ

ประมวลผลภาพล่วงหน้า เพื่อช่วยเพิม่ประสทิธภิาพในการใหข้อ้มลูสามารถแปลผลการแบ่งส่วนไดแ้ม่นยาํยิง่ขึน้ และมี

การวดัประสิทธภิาพของแบบจําลองโดยการใช้เทคนิค K-fold Cross validation โดยใช้เครื่องมอื Confusion Matrix 

เป็นเครื่องมอืสาํคญัในการประเมนิผลลพัธ ์ในการหาค่าความไว (Sensitivity), ความเฉพาะ (Specificity), ความถกูตอ้ง 

(Precision) 

 

วิธีการวิจยั 

งานวจิยัน้ีผูว้จิยัมคีวามสนใจทีจ่ะสรา้งแบบจาํลองการเรยีนรูเ้ชงิลกึโดยโครงขา่ยประสาทคอนโวลูชนัเพื่อเปรยีบเทยีบ

ประสทิธภิาพของโมเดลแบบจําลองโครงข่ายคอนโวลูชนัแบบอเล็กซ์เน็ต, กูเกิลเน็ต, วจีจี-ี16, เรสเน็ต50 โดยมชีุด

ขอ้มูลของภาพโรคหลอดเลอืดสมอง และไม่เป็นโรคหลอดเลอืดสมองวธิวีจิยัการสรา้งแบบจาํลองและเตรยีมขอ้มลูแบ่ง

ออกเป็น 4 ขัน้ตอนหลกั: 

1) การเตรยีมชุดขอ้มลู 

จดัเตรยีมชุดขอ้มูลภาพการฉายรงัสเีอกซเรย์ของคนเป็นโรคหลอดเลอืดสมอง และไม่เป็นโรคหลอดเลอืดสมอง จาก

ฐานขอ้มูลออนไลน์ใน https://www.kaggle.com/afridirahman/brain-stroke-ct-image-dataset โดยจากขอ้มูลสามารถ

แบ่งขอ้มูลไดเ้ป็น 2 ประเภท คอื 1) ภาพโรคหลอดเลอืดสมอง การฉายรงัสเีอกซเรย์ (950 ภาพ จาก 40 คน) และ 2) 

ภาพไม่เป็นโรคหลอดเลอืดสมองจากการฉายรงัสเีอกซเรย ์(1551 ภาพ จาก 82 คน) หลงัจากนัน้ทาํการแบ่งขอ้มลู โดย

การแบ่งขอ้มลูออกเป็น ขอ้มลูสอน ขอ้มลูตรวจสอบ และขอ้มลูทดสอบ 

 

ตารางท่ี 1 ในการฝึกสอนและทดสอบแบบจาํลอง จะทาํการแบ่งขอ้มลูออกเป็น ขอ้มลูสอน ขอ้มลูตรวจสอบ และขอ้มูล

ทดสอบ 

ประเภทรปูภาพ ข้อมูลสอน ข้อมูลตรวจสอบ ข้อมูลทดสอบ จาํนวนทัง้หมด 

ภาพของผูท้ีเ่ป็นโรคหลอดเลอืดสมอง 570 190 190 950 

ภาพของผูท้ีไ่ม่เป็นโรคหลอดเลอืดสมอง 931 310 310 1,551 

รวม 1,501 500 500 2,501 

 

2) การสรา้งแบบจาํลองการทาํนายโรคหลอดเลอืดสมอง 

ทําการทดสอบแบบจําลองการเรยีนรู้เชงิลึกแบบคอนโวลูชนั 3 มิติทัง้ 4 แบบ คือ อเล็กซ์เน็ต, กูเกิลเน็ต, วีจีจ-ี16 

และเรสเน็ต โดยจะมกีารปรบัแต่งโครงสร้างพื้นฐาน จากการเพิม่หรอืลดจํานวนตวักรอง (Filter) ของชัน้คอนโวลูชนั 

(Convolution Layer) เพื่อใหโ้มเดลสามารถทีจ่ะทาํนายไดม้ปีระสทิธภิาพมากยิง่ขึน้ หรอืแม่นยาํมากขึน้ 

3) การเพิม่ประสทิธภิาพ และเปรยีบเทยีบประสทิธภิาพของแบบจาํลอง 

การเพิม่ประสทิธภิาพของแบบจาํลองในงานวจิยัน้ี จะใชเ้ทคนิคการทาํ K-Fold Cross Validation เพื่อหาชุดพารามเิตอร์

ทีด่ทีีสุ่ดของแต่ละแบบจาํลอง เพื่อใชใ้นการเปรยีบเทยีบ และหาโมเดลทีด่ทีีสุ่ดจากทัง้ 4 แบบจาํลอง 

4) การประเมนิแบบจาํลองผลการทาํนายโรคหลอดเลอืดสมองจากภาพการฉายรงัสเีอกซเรย ์

ตวัวดัทีใ่ชใ้นการประเมนิแบบจาํลองโครงขา่ยประสาทเทยีมคอนโวลูชนัทัง้ 4 แบบ ประกอบดว้ย อเลก็ซ์เน็ต, กูเกลิเน็ต

,วจีจี-ี16 และเรสเน็ต โดยจะตรวจสอบผลลพัธก์ารทาํนายดว้ยแบบจาํลอง คอนฟิวชนัเมทรกิซ์ (Confusion Matrix) และ

https://www.kaggle.com/afridirahman/brain-stroke-ct-image-dataset
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ใช้ตัวสถิติที่ใช้วดัความถูกต้องของการพยากรณ์เพิ่มเติม ได้แก่ ค่าความแม่นยํา (Accuracy), ค่าความครบถ้วน 

(Recall), ค่าความถูกตอ้ง (Precision) และ F1-Score 

การทดสอบสมมติฐานของการวิจยั 

การวจิยัการเปรยีบเทยีบโครงข่ายคอนโวลูชัน่ทัง้ 4 รูปแบบ การสอนแบบจําลองเป็นขัน้ตอนที่จะสร้างแบบจําลอง

สําหรบัการทํานายคนเป็นโรคหลอดเลอืดสมอง และไม่เป็นโรคหลอดเลอืดสมอง เน่ืองจากขอ้มลูของงานวจิยัชิน้น้ีเป็น

รูปแบบประเภทภาพขนาด 650x650 ซึ่งมีจํานวนพิกเซลที่ต้องใช้คํานวณจํานวนมาก และในแต่ละแบบจําลองมี

โครงสรา้งของการนําเขา้ขอ้มลู (input) ทีแ่ตกต่างกนั งานวจิยัชิน้น้ีจงึทาํการตดัสนิใจเพื่อทีจ่ะลดปัญหาการ Bias ของ

ขอ้มูลโดยการปรบัขนาดของขอ้มูลนําเขา้ของแต่ละโมเดล ด้วยรูปภาพขนาด 128 x 128 หลงัจากนัน้ทําการปรบัค่า

น้ําหนักของนิวรอลเน็ตเวริ์ก และตวักรอง รวมไปถงึคาํนวณหาค่าน้ําหนักฟังก์ชนักระตุน้และปรบัค่าตาม optimizer ที่

ใชใ้นแต่ละโครงสรา้ง เน่ืองจากชุดขอ้มลูกลุ่มตวัอย่างมจีาํนวนไม่มาก จงึตอ้งมกีารเพิม่ขอ้มลูภาพโดยใชเ้ทคนิคการทํา 

Data Augmentation เพื่อเพิม่จาํนวนตวัอย่างของรูปภาพใหม้คีวามหลากหลายเพิม่ขึน้ โดยทําการใชเ้ทคนิค การหมุน

ภาพ (Rotate) ,การปรบัขนาดภาพ (Resize) อกีทัง้นําเทคนิคการทาํ Image preprocessing เพื่อปรบัจนูขอ้มลูภาพให้

เป็นรปูแบบ 3 มติเิพื่อใหส้อดคลอ้งกบังานวจิยัชิน้น้ี 

 

 
รปูท่ี 3 ตวัอย่างการทาํ Data Augmentation โดยการหมุนภาพ 

 

 
รปูท่ี 4 ตวัอย่างการทาํการประมวลผลภาพล่วงหน้ากบัชุดขอ้มลู 

 

งานวจิยัชิน้น้ีมกีารนําเทคนิคการทาํ Image preprocessing เพื่อปรบัจนูขอ้มลูภาพใหเ้ป็นรปูแบบ 3 มติ ิแต่มขีอ้มจาํกดั

ในเรื่องของขอ้มลูภาพทีส่ามารถกําหนดชัน้ความลกึไดเ้พยีง 40 ชัน้ ซึง่เป็นค่าทีม่ากทีสุ่ดจากภาพการฉายรงัสเีอกซเรย์

ต่อคนในชุดขอ้มลูของงานวจิยัชิน้น้ี ดงัรปูตวัอย่างที ่5  
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รปูท่ี 5 ตวัอย่างภาพการหาค่าสงูสุดของภาพถ่ายรงัสเีอกซเรยข์องแต่ละคน 

 

โครงข่ายประสาทเทยีมคอนโวลูชนั 3 มติทิัง้ 4 แบบจําลอง ประกอบดว้ย อเลก็ซ์เน็ต, วจีจี-ี16, กูเกลิเน็ต และ เรสเน็ต 

จะมีการนําเทคนิค K-Fold Cross Validation เข้ามาเพื่อใช้จดัการกับปัญหาการ Bias ของแบบจําลอง รวมถึงเพื่อ

ปรบัปรุงสมรรถนะของแบบจาํลองใหด้ยีิง่ขึน้ 

 

 
รปูท่ี 6 การแบ่งขอ้มลูแบบ K-Fold Cross Validation (Pushpendra Singh, 2021) 

 

โดยงานวจิยัชิ้นน้ีกําหนดให ้K = 5 หลงัจากทีนํ่าขอ้มูลแบ่งส่วนเป็นทีเ่รยีบรอ้ย จงึทําการ Training Data เพื่อทดสอบ

ว่าแบบจาํลองชุดไหนทาํงานไดด้มีากทีสุ่ด โดยทาํการวดัประสทิธภิาพจากค่า Confusion Matrix 

 

ผลการวิจยั 

จากการสรา้งแบบจําลองทัง้ 4 โครงสรา้ง และการใชเ้ทคนิค K-Fold Cross Validation กบัโมเดลทัง้ 4 รูปแบบ ต่อมา

เป็นขัน้ตอนของการทดสอบแบบจาํลองดว้ยชุดขอ้มลูทดสอบใชค่้า prediction ค่าทํานายเท่ากบั 0 หมายถงึทํานายว่า

เป็นภาพของคนทีเ่ป็นโรคหลอดเลอืดสมอง และเมื่อค่าทาํนายเท่ากบั 1 หมายถงึทํานายว่าเป็นภาพของคนไม่เป็นโรค

หลอดเลอืดสมอง จากนัน้ทําการสรุปผลเป็น Confusion matrix และแสดงผลการทํานายเป็นแต่ละค่าดงัน้ี precision, 

recall, f1 score และaccuracy ดงัตารางที ่2 
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ตารางท่ี 2 การวดัประสทิธภิาพของแบบจาํลองทัง้ 4 รปูแบบ Alexnet, VGG-16, Googlenet และResnet 

                   ตวัช้ีวดั 

Model 

Confusion matrix Macro average 
Accuracy 

TP FN FP TN Precision Recall F1-Score 

3D - Alexnet 289 15 46 150 90.91% 76.53% 83.10% 87.80% 

3D - VGG16 283 32 47 138 81.18% 74.59% 77.75% 84.20% 

3D - Googlenet 303 10 30 157 94.01% 83.96% 88.70% 92.00% 

3D - ResNet 273 49 46 132 72.93% 74.16% 73.54% 81.00% 

 

โดยสมรรถภาพของแบบจาํลองทัง้ 4 โครงสรา้งคอื อเลก็ซ์เน็ต 3 มติ,ิ วจีจี ี3 มติ,ิ กูเกลิเน็ต 3 มติ ิและ เรสเน็ต 3 มติ ิ

จากตารางที ่1 พบว่าแบบจาํลองทีใ่หค่้าความแมน่ยาํทีสู่งทีสุ่ดเมื่อเทยีบกบัโมเดลอื่นคอื Googlenet และมแีบบจาํลอง 

Alexnet เป็นจําลองทีใ่หค่้าความแม่นยําทีต่ํ่ากว่าเพยีงเลก็น้อยรองลงมา ทีม่ค่ีาความแม่นยําที ่90.91% และ 87.50% 

ตามลําดบัโดยแบบจาํลอง Resnet ใหค่้าความแม่นยาํทีต่ํ่าทีสุ่ดเมื่อมกีารเปรยีบเทยีบกบัแบบจาํลองอื่น ซึ่งสนันิษฐาน

ได้ว่า เมื่อแบบจําลองมขีอ้จํากดัในการกําหนดชัน้ด้วยความลกึ (Depth) เท่ากบั 40 ตามขอ้จํากดัของภาพฉายรงัสี

เอกซเรย์ อาจทําใหแ้บบจําลองบางโครงสรา้งไม่สามารถดงึคุณลกัษณะเด่นของแบบจําลองออกมาได ้ซึ่งส่งผลต่อการ

ทดสอบสมรรถนะของแบบจําลองในการแยกคุณลกัษณะของรูปภาพชุดใหม่ได้ไม่ดีมากนัก จากที่กล่าวมาขา้งต้น

เน่ืองมาจากแบบจําลองโครงข่ายคอนโวลูชัน่เรสเน็ตซึ่งมคีวามสามารถเด่นในการจดัการกบัโครงข่ายที่มคีวามลกึที่

ค่อนขา้งมาก แต่เน่ืองด้วยขอ้จํากดัของความลกึของภาพที่มเีพยีง 40 ชัน้ ส่งผลให้โครงข่ายคอนโวลูชัน่เรสเน็ตไม่

สามารถแสดงประสทิธภิาพของแบบจาํลองไดอ้ย่างเตม็ที ่

 

สรปุและอภิปรายผลการวิจยั 

สําหรบัการทดลองเพื่อจาํแนกภาพถ่ายรงัเอกซเรยข์องผูป่้วยทีเ่ป็นโรคหลอดเลอืดสมอง และผูป่้วยทีไ่ม่เป็นโรคหลอด

เลอืดสมอง โดยใชชุ้ดขอ้มูลทีถู่กรวบรวมจากออนไลน์ทีน่่าเชื่อถอื และมขีนาด 650 x 650 จากขอ้จํากดัของขอ้มูลทีม่ี

จาํนวนน้อยผูว้จิยัจงึใชเ้ทคนิคการเพิม่ขอ้มลูภาพจากการใขเ้ทคนิค Data Augmentation หลงัจากนัน้ทาํการแปลงภาพ

ใหก้ลายเป็นรูปแบบ 3 มติ ิทีกํ่าหนดใหม้คีวามลกึ 40 ชัน้ เพื่อใหส้ามารถเขา้สู่กระบวนการของแบบจําลองโครงข่าย

คอนโวลูชัน่ 3 มิติได้ในภายหลงั ในขัน้ตอนถัดไปผู้วิจยัได้ทําการสร้างแบบจําลองโครงข่ายคอนโวลูชัน่ 3 มิติซึ่ง

ประกอบไปดว้ย โครงขา่ยประสาทแบบ อเลก็ซ์เน็ต 3 มติ ิวจีจี ี3 มติ ิกูเกลิเน็ต 3 มติ ิและ เรสเน็ต 3 มติ ิ

ในขัน้ตอนถัดไปการใช้เทคนิค K-Fold Cross Validation เข้ามาเพื่อช่วยในการลดปัญหาของการ Bias ในแต่ละ

แบบจําลอง ซึ่งมีการนําทุกแบบจําลองใช้เทคนิค K-Fold Cross Validation ก่อน และหลังจากนัน้จึงนํามาทําการ

เปรยีบเทยีบประสทิธภิาพของแบบจาํลองโดยใชเ้ครื่องมอื Confusion Matrix ในการหาค่า precision, recall, f1 score 

และ accuracy โดยผลการทดสอบทีไ่ดผ้ลลพัธ์ทีใ่หค่้าความแม่นยํามากทีสุ่ดคอืแบบจําลองคอนโวลูชัน่กูเกลิเน็ต ทีใ่ห้

ค่า 92.00% และใหค้่า precision, recall, f1 score มค่ีาเป็น 94.01% ,83.96% ,88.70% ตามลําดบั  

การวจิยัชิ้นน้ีมกีารเรยีนรูก้ารเปรยีบเทยีบกนัระหว่างแบบจาํลองโครงขา่ยคอนโวลูชัน่ กูเกลิเน็ต ทีม่ผีลการทดลองทีด่ี

ทีสุ่ด ผูว้จิยัเชื่อว่า เน่ืองมาจากแบบจาํลองโครงขา่ยคอนโวลูชัน่กูเกลิเน็ต เป็นแบบจาํลองทีม่แีนวคดิทีจ่ะพฒันาการดงึ

คุณลกัษณะสาํคญัของตวัขอ้มลูไม่เพยีงแค่แนวลกึ แต่ยงัสนใจในแนวกวา้งดว้ย จงึสามารถทีจ่ะ Capture ความสมัพนัธ์

ทีห่ลากหลายมากขึน้ อกีทัง้ยงัมกีารใชจุ้ดเด่นของ Kernel size 1x1 ซึ่งทําใหส้ามารถช่วย Capture ความสมัพนัธแ์นว

ลกึไดเ้ป็นอย่างด ีจงึส่งผลใหง้านวจิยัชิ้นน้ีทีม่ขีอ้จํากดัของความลกึของขอ้มูลภาพ ส่งผลใหแ้บบจําลองโครงข่ายคอน

โวลูชัน่กูเกิลเน็ตมผีลการทดลองที่มปีระสทิธภิาพมากที่สุดในงานวจิยัชิ้นน้ี โดยที่อีกทัง้ 2 แบบจําลองประกอบดว้ย 

แบบจาํลองคอนโวลูชัน่อเลก็ซ์เน็ต และ วจีจี ีทีม่ผีลการทดสอบรองลงมาตามลําดบัจากแบบจาํลองกูเกลิเน็ต ผูว้จิยัเชื่อ

ว่าความลกึของชัน้ที ่40 ชัน้ ไมไ่ดส่้งผลต่อแบบจาํลองทัง้ 2 แบบมากนัก เน่ืองจากเป็นแบบจาํลองทีไ่ม่ไดม้ชี ัน้ของคอน
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โวลูชัน่ทีม่ากนัก ต่างจากแบบจาํลองคอนโวลูชัน่เรสเน็ต แต่ผู้วจิยัมคีวามเชื่อว่าตวัอย่างของขอ้มูลทีม่อียู่อย่างจํากดั 

เป็นตวัแปรสาํคญัของแบบจาํลองทัง้ 2 แบบน้ี เน่ืองจากแบบจาํลองคอนโวลูชัน่อเลก็ซ์เน็ต และวจีจี ีเป็นแบบจาํลองทีม่ี

ความเหมาะสมกบัชุดขอ้มลูทีม่ปีรมิาณทีม่าก และขอ้มลูทีค่รอบคลุมลกัษณะสาํคญัในชุดขอ้มลู เพราะทัง้ 2 แบบจาํลอง

มจีุดเด่นทีค่วามสามารถในการจดจําลกัษณะของขอ้มูลได้ด ีซึ่งงานวจิยัชิ้นน้ีมขีอ้จํากดัในเรื่องของชุดขอ้มูลทีม่อีย่าง

จาํกดั จงึอาจส่งผลใหป้ระสทิธภิาพของทัง้ 2 แบบจาํลองแสดงประสทิธภิาพออกมาไดอ้ย่างไม่เตม็ที ่

จากทีก่ล่าวขา้งตน้ เน่ืองจากขอ้จาํกดัของจาํนวนความลกึของชัน้ในชุดขอ้มลูภาพทีม่เีพยีง 40 ชัน้ อาจส่งผลกระทบต่อ

ประสทิธภิาพของแบบจําลองเรสเน็ตทีม่คีวามสามารถในการจดัการกบัโครงขา่ยทีม่คีวามลกึอาทเิช่น Resnet-50 หรอื

แม้แต่ Resnet -101 แต่เน่ืองด้วยข้อจํากัดของความลึกของภาพที่มีเพียง 40 ชัน้ เต็มที่ ซึ่งส่งผลต่อการทดสอบ

สมรรถนะของแบบจําลองในการแยกคุณลกัษณะของรูปภาพชุดใหม่ไดไ้ม่ดมีากนัก ผูว้จิยัเชื่อว่าน่ีเป็นเหตุผลสาํคญัที่

ทาํใหโ้ครงขา่ยคอนโวลูชัน่เรสเน็ตไม่สามารถแสดงประสทิธภิาพของแบบจาํลองไดอ้ย่างเตม็ที ่ 

ทา้ยทีสุ่ดน้ี จากการศกึษาในงานวจิยัชิน้น้ีหากตอ้งการใหป้ระสทิธภิาพของแบบจาํลองดยีิง่ขึน้ อาจมกีารนําเทคนิคอื่นๆ

มาใชร่้วมกบัโครงขา่ยคอนโวลูชัน่ อาทเิช่น การใชเ้ทคนิคประมวลผลภาพล่วงหน้าโดยขจดัชิน้ส่วนกระดกูในสมองออก 

(A. V. Dobshik, 2023) เพื่อให้แบบจําลองเรียนรู้เฉพาะบริเวณที่สําคญั อีกทัง้การใช้เทคนิคแบ่งส่วนรอยโรค การ

ตรวจจบั และวเิคราะห์รอย ประยุกต์กบัโครงข่ายประสาทคอนโวลูชัน่ เพื่อให้โมเดลสามารถจําแนกภาพได้ด ีและมี

ประสทิธภิาพยิง่ขึน้ 
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