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Abstract

In the current digital era, technology plays a significant role in daily life, leading to
increasingly complex and diverse forms of cybercrime such as online fraud, data theft, and the
misuse of artificial intelligence (Al) and deepfake technologies for criminal purposes. Although
Thailand has enacted the Royal Decree on Measures for the Prevention and Suppression of
Technology Crime B.E. 2566 (2023) and its amendment in B.E. 2568 (2025), there remain legal gaps
that hinder the law’s ability to effectively keep pace with rapid technological advancements. This
research aims to explore these legal loopholes, analyze the limitations of existing laws, and study
international legal frameworks such as those in the United States, the European Union, and
Singapore. The objective is to propose modern and context-appropriate legal approaches for
Thailand. This study employs qualitative document analysis, drawing on relevant theories,
academic articles, and legal concepts. The findings are expected to offer recommendations for

enhancing Thai legislation to be more flexible and up-to-date, capable of addressing future

258159V INTUDIMATY

Uil 12 atiuil 3 nsngiau - Augneu 2568




cybercrimes, and fostering public and business confidence in using technology safely and
sustainably/ From the study of international approaches to cyber law, it has been found that
developed countries design their legal systems to continuously adapt to new technologies. They
employ proactive mechanisms by defining the roles of private platforms in alerting and managing
cyber risks, while also promoting collaboration between the public and private sectors through
cyber security partnerships. In addition, these countries have established central agencies with
full authority to regulate, supervise, investigate, and coordinate at the international level.

The key lesson that Thailand can apply is to enhance its legal framework to be more
flexible and responsive to technological changes in a timely manner, as well as to promote
proactive mechanisms at the policy, platform, and international cooperation levels. This would
enable the country to effectively and sustainably address cyber threats in the long term.

Therefore, Thailand should systematically revise and develop policies across multiple
dimensions, beginning with the amendment of legal provisions to make them more
comprehensive and explicit — particularly by defining crimes related to Al and Deepfake
technologies in legal terms. For example, acts such as impersonation through Deepfake
technology or the creation of deceptive content using automated systems should be clearly
defined as offenses. Establishing clear definitions and legal bases for such crimes will help prevent
ambiguity in law enforcement and allow the justice system to respond promptly.

Furthermore, a specialized Al Crime Unit should be established under the Royal Thai Police
It refers to the development of the potential and capabilities of personnel involved in the justice
process, including police officers, investigators, and digital forensic experts Thailand should

promote the establishment of an “ASEAN Committee on Cooperation for Combating Cybercrime.”

Keywords: Al (Artificial Intelligence), Deepfake, Cybercrime
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